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THERMODYNAMICS AND RHEOLOGY
PREFACE

To facilitate the application of physical theories in practice, researchers today must develop new methods not only for the systematization and interpretation of increasing experimental data but also for the simplification, unification and combination of already existing and well-functioning theories. A step toward this goal is served by the present text which attempts to compose a general theory of classical field incorporating continuum mechanics, electrodynamics and thermodynamics. Although looking mainly at the mechanical motion of media, the methods described by this text point far beyond the rheological applications (as indicated in the title) to an exact theory of non-equilibrium thermodynamics, thus making possible a unified description of mechanical, electromagnetic and thermic phenomena together with the interrelations between them. As a result, this theory offers a strong organizational force and an extraordinarily wide range of applications. Knowledge of non-equilibrium thermodynamics is indispensable for the physicists dealing with transport processes, physical chemistry, plasma physics or energetics, for the chemical engineer and even for biophysicist and biologist. To the aforementioned enumeration can be added by electrical, mechanical and civil engineers as well as architects engaged in dielectrics, structural materials, colloid agents or even in liquid crystals. This wide range of application of irreversible thermodynamics arises from the fact that in nature any macroscopic process is irreversible.

This book deals both with the complicated and far-reaching forms of motion of the materials continuously filling up the universe and with establishing principles in joining classical field theoretical methods with irreversible thermodynamics, using macroscopic methods but not forgetting the corpuscular structure of the agents. By elaborating on these methods in detail, the proper means for the quantitative description of irreversible phenomena — means formerly lacking from the viewpoint of generality, mathematical exactness and direct applicability — are now evident.

The results outlined in this book speak for themselves. The general feature of the correlations presented and — at the same time — their simplicity will surprise even the reader familiar with literature of the topics. To those not acquainted with the subject matter of deformation and flow or with the relevant optical and electromagnetic phenomena, it serves as an introduction.

The harmonic coordination of the succinctly expressed vast knowledge assures — beyond the aesthetic experience — its comprehension, understanding and immediate applicability.

Successful striving for mathematical simplicity is an advantage of the book. The author avoided complicated methods too often seen in the literature (for example, he did not apply the Ricci calculus that — considering the Euclidean structure of surrounding classical space — has an advantage only for numerical solutions of
special problems). The importance of the topics presented and the precision and applicability of the new thermodynamic theory (the so called dynamic variables introduced by the author) will usher in a new epoch in the literature of the topics.

István Gyarmati
CONTENTS

INTRODUCTION. 1

I. KINEMATICS. 3
  1.1. Motion of continua. 3
  1.2. Strain. 5
  1.3. Rate of deformation. 9

II. DYNAMICS. 13
  2.1. Mass of continua. 13
  2.2. The momentum of continuum. 14
  2.3. Stress. 15
  2.4. Body forces. 16
  2.5. Forces of gravity and inertia. 16
  2.6. Electromagnetic forces. 18
  2.7. Moment of momentum. 20
  2.8. Electromagnetic couple density. 22

III. DEFORMATION AND STRESS. 23
  3.1. Classical body models. 23
    3.1.1. Rigid body. 24
    3.1.2. Hooke-body. 24
    3.1.3. Pascal-body. 25
    3.1.4. Newton-body. 25
  3.2. Mechanical models of rheology. 26
    3.2.1. Maxwell-body. 26
    3.2.2. Kelvin-body (Voigt-body). 28
    3.2.3. The rheological model of plastic flow. 29
    3.2.4. The spatial loading of the ideally plastic body. 32
    3.2.5. Further non-linearities. 33
  3.3. On the methods of modern continuum mechanics. 35
  3.4. The theory of the simple shear flow. 39
  3.5. Viscometric Flows. 41
  3.6. Closing remarks. 41

IV. NON-EQUILIBRIUM THERMODYNAMICS. 43
  4.1. On the first and second law of thermodynamics. 43
    4.1.1. The state variables. 44
  4.2. Balance equations. 45
    4.2.1. The general form of balance equations. 45
    4.2.2. The balance of mass. 47
4.2.3. The balance of momentum and moment of momentum.
4.2.4. The balance of kinetic energy.
4.2.5. The balance of the internal energy.
4.3. Entropy balance.
4.4. The linear laws.
4.5. Reciprocal relations.
  4.6.1. The local forms of Gyarmati’s principle.
  4.6.2. The governing principle of dissipative processes.
  4.6.3. The derivation of the von Mises’ equations of plasticity.
  4.6.4. The generalized reciprocal relations and the generalization of Gyarmati’s principle for non-linear cases.
4.7. The wave approach of thermodynamics.
4.8. Transport of dynamic degrees of freedom.
4.9. Correlation between rational, entropy-free, extended and Onsager’s thermodynamics.

V. THERMODYNAMICS OF DEFORMATION.
   SYSTEMS CLOSE TO EQUILIBRIUM.
5.1. Media in local equilibrium.
  5.1.1. Equilibrium of solids.
  5.1.2. Motion of solids.
  5.1.3. Motion of fluids.
5.2. Material symmetry.
5.3. Anisotropy by deformation.
5.4. Heat conduction and deformation.
  5.4.1. Thermoelasticity.
  5.4.2. Propagation of sound waves in media in local equilibrium.

VI. THERMODYNAMICS OF DEFORMATION.
   SYSTEMS FAR FROM EQUILIBRIUM.
6.1. Bodies with a single dynamic variable.
  6.1.1. Motion of incompressible fluids.
  6.1.2. Shear flow of liquids.
  6.1.3. Complex-number treatment for shear flow.
  6.1.4. Transient stress.
  6.1.6. Extension of complex representation to plane motions.
  6.1.7. Elementary theory of streaming birefringence.
  6.1.8. Deviations from linearity.
  6.1.10. Motion of solid bodies.
  6.1.11. Some remarks on representation.
6.2. Motion of a body with several dynamic variables.
## CONTENTS

6.2.1. Small-amplitude oscillations. 125  
6.2.2. Shear flow of liquids. 126  
6.2.3. Several types of dynamic variables. 130  
6.2.4. Analogy with electric two-poles. 131  
6.2.5. Streaming birefringence. 133  
6.2.6. Matrix representation of constitutive equations. 134  
6.2.7. Plastic behavior. 135  

6.3. Some limit cases. 141  

### VII. ELECTRIC POLARIZATION IN FLOWING MEDIA. 143  
7.1. Thermodynamics of electric polarization. 143  
7.2. Flow of dielectrics in electromagnetic field. 146  
7.3. Body with several dynamic variables. 151  
7.4. Flow and polarization of conductive media. 153  
7.5. Thermodynamic theory of streaming birefringence. 154  

### VIII. APPLICATIONS OF THE THEORY. 157  
8.1. Viscosity of globular colloids. 157  
8.2. Calculation of the viscosity of globular colloids based on structural considerations. 158  
8.3. Effect of interfacial tension: emulsions and foams. 173  
8.4. Thermal motion of rigid colloidal particles. 177  
8.5. Viscosity of polymers. 182  
8.5.1. Equilibrium configurations of chain molecules. 182  
8.5.2. Motion of chain molecules. 186  
8.5.3. Chemical relaxations in loose networks. 193  
8.6. Motion of liquid crystals. 195  
8.6.1. Entropy of nematic liquid crystals. 197  
8.6.2. Entropy balance. 199  
8.6.3. Conditions of equilibrium. 201  
8.6.4. Motion of liquid crystals. 204  
8.6.5. An example. 210  
8.6.6. Shear flow of nematic liquid crystals. 212  

### APPENDIX. (Mathematical notations and definitions.) 215  
A 1. The Basic Operations. 215  
A 2. Symmetric and Antisymmetric Tensors. 216  
A 3. Tensor products. 216  
A 4. Eigenvalues and Invariants. 217  
A 5. Orthogonal Tensors. 218  
A 6. Isotropic Tensors. 219  
A 7. Derivatives. 220  
A 8. Integral Theorems. 220  

### REFERENCES. 221
INTRODUCTION

Thermodynamics as a field theory has the history of a few decades only. Its methods — we dare say — have been elaborated but are not final at all. They are changing and transforming even at present. At the same time the rapid development in technology gives rise the demand for a unified and general theory of classical field incorporating continuum mechanics, electrodynamics, and thermodynamics. The need of practical applications has led to the development of several methods and ideas differing from each other according to the different branches of applications, nevertheless, overlapping and similarity are not rare. The unification is rather hard, partly for the different intentions, partly for the enormous amount of knowledge involved.

I intend to contribute to the unification following Gyarmati [70] who made the first consistent steps in his book in 1970. The starting point of my work is the field theoretical view of thermodynamics — founded by Onsager in 1931 [124, 125] — of irreversible processes. I have fitted the aspects of non-equilibrium thermodynamics to classical and modern concepts and methods of mechanics and electrodynamics.

In this work I made, of course, compromise as well. For example, I avoid the difficulties due to the complexity of mathematical apparatus of general relativity (and not to be hindered in my work by the undeveloped theory of relativistic thermodynamics), I limited my considerations to slowly moving media and accordingly used the correlations of electrodynamics in approximate form.

As my work may be only the first step in the elaborating of this theory, in this book I give only those consequences I deemed as most important. First of all, the linear constitutive equations of Onsager’s thermodynamics are applied (although from time to time the linear and non-linear alternatives come in question as well, but only to show the possibilities for continuing this work). The majority of methods and concepts applied in my work belong to non-equilibrium thermodynamics; however, I relied considerably also on the methods of continuum mechanics, rheology and electrodynamics. For example, I borrowed the often applied complex formalism from the linear theory of electric networks.

The composition of this book reflects the synthesizing character of my work. Chapters 1 and 2 include the principles of continuum mechanics to the extent needed to expound a unified theory by giving the definitions taken from continuum mechanics together with their correlations. The apparatus required to consider the effects of gravitational and electromagnetic fields is so defined that it can be applied even in the case of micropolar media.

Chapter 3 outlines the well-known methods relating stress and strain. This Chapter aims partly at summarizing the experimental results and partly at indicating the ideas taken from rheology and continuum mechanics respectively.

Chapter 4 includes the setting forth of irreversible thermodynamics, making the reader acquainted with balance equations and “linear” laws of irreversible thermodynamics as well as with the Onsager-Casimir reciprocal relations, and, further,
with Gyarmati’s variational principle. The new theory and applications of dynamic variables is described in this chapter. Chapter sums up some results of irreversible thermodynamics partly reached by me, partly born while writing this book, so their direct application — at least as to rheology — could hardly come on as yet.

Chapter 5 is based on the hypothesis of local equilibrium. It also incorporates theories of classical elasticity, thermoelasticity and Newtonian fluids into the framework of thermodynamics.

Chapter 6 studies media far from equilibrium, rejecting the hypothesis of local equilibrium. New scientific results follow the solution of the linear constitutive equations of Onsager’s thermodynamics, thus enabling models of rheology to begin now from a single uniform basic principle. The viscoelastic and plastic response, Ostwald’s curve characterizing the generalized Newtonian fluids, the effect of creep, the elastic features preceding plastic flow, the basic interrelations of reooptics, etc. are interpreted with phenomenological methods, quantitatively. The consistent character of the method is shown by the self-evident theoretical proof of the empirical Cox-Mertz rule [28]. It is confirmed that its limit of validity coincides with that of strictly linear rules. This book over-rides the limits of the linear theory, but only in the simplest case to show the direction for the future.

Chapter 7 deals with electromagnetic phenomena including the irreversible thermodynamic theory of streaming birefringence and photoelasticity. Here the raison d’être of quasi-linear theory is verified.

Chapter 8 outlines some practical applications of the aforesaid theory. Several colloids, polymers as well as the liquid crystals are described here. In case of colloids — after thermodynamic considerations — the equivalent theory based on microscopic structure is mentioned. The two methods do not exclude each other; in fact, the microscopic considerations complete well those of thermodynamics giving the graphic meaning of phenomenological conductive coefficients. Here I draw the attention of the reader to the thermodynamic method which gives the mathematical form of the functions studied more briefly and elegantly than the mathematical methods based on partial differential equations that are essential for other approximations; moreover it is free from the uncertainties due to not perfect reliability in each case separately of hypothesis regarding the microscopic structure of a particular material.

The Appendix sums up the applied mathematical apparatus, but only to facilitate the interpretation of used notations.

It is a pleasure to thank Prof. I. Gyarmati for his introducing me — at a high international level — to the basis of irreversible thermodynamics at a very high level. During my three-decade research work, he always inspired me to reach considerable results, and placed his wide-range knowledge at my disposal.
CHAPTER I

KINEMATICS

1.1. Motion of continua.

The motion of a body is kinematically known if we know the position of any point at any time. Many methods are known to label the points of the body. One possibility is to use the position occupied at a given time \( t_0 \) to denote the moving point. To give the positions, some kind of frame of reference is applied. The usual mathematical means are a system of co-ordinates fixed to a frame of reference. The mode of selecting the reference and coordinate system may be optional in principle; however, the proper selection can simplify the calculus to be done. We can use Cartesian coordinates in Euclidean space; the vectors of the Euclidean space are suitable for indicating positions.

Select a moving body and choose its point \( P_0 \). Denote the rectangular coordinates of the point in time \( t_0 \) with \( x_1, x_2, x_3 \) in the coordinate system defined by orthonormal base vectors (unit vectors) \( j_1, j_2, j_3 \). Then call the vector

\[
X = X_1 j_1 + X_2 j_2 + X_3 j_3
\]  

(1.1)

the position vector of point \( P_0 \) in time \( t_0 \). Denote the coordinates of points \( P_0 \) in time \( t \) with \( x_1, x_2, x_3 \). The vector

\[
x = x_1 j_1 + x_2 j_2 + x_3 j_3
\]  

(1.2)

is the position vector of point \( P_0 \). It is changing in time. We can regard the motion of point \( P_0 \) as kinematically known if we know the function

\[
x = x(t).
\]  

(1.3)

If we choose another point \( P \) instead of point \( P_0 \) then the vector \( X \) will be quite different and even the function \( x = x(t) \) will be replaced. Therefore, we can say that the position vector \( x \) depends not only on time but on the point whose motion it describes. As we apply the \( X \) vector to specify the points of the body, we can mathematically give the motion by the so-called motion function

\[
x = x(X, t).
\]  

(1.4)

We can call the numbers \( x_1, x_2, x_3 \) as Eulerian or space coordinates and the numbers \( X_1, X_2, X_3 \) as material or Lagrange coordinates [27, 42, 75, 154]. The mapping (1.4)
is assumed to be single valued and to have continuous partial derivatives except possibly at some singular points, curves and surfaces. Furthermore, its jacobian

\[ j = \frac{\partial(x_1, x_2, x_3)}{\partial(X_1, X_2, X_3)} = \begin{vmatrix} \frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} & \frac{\partial x_1}{\partial X_3} \\ \frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} & \frac{\partial x_2}{\partial X_3} \\ \frac{\partial x_3}{\partial X_1} & \frac{\partial x_3}{\partial X_2} & \frac{\partial x_3}{\partial X_3} \end{vmatrix} \] (1.5)

is positive i.e.

\[ 0 < j < \infty. \] (1.6)

This inequality physically means the indestructibility of the material. It shows that during motion the body of finite volume was always of finite volume and will remain under any circumstances. To understand this, consider an infinitesimal parallelepiped with edges \( dX_1, dX_2, dX_3 \) around the point \( X_1, X_2, X_3 \). During the motion, the edges of the parallelepiped \( dX_1j_1, dX_2j_2, dX_3j_3 \) deform to edges \( \frac{\partial x}{\partial X_1}dX_1, \frac{\partial x}{\partial X_2}dX_2, \frac{\partial x}{\partial X_3}dX_3 \), while the parallelepiped remains parallelepiped, the volume of which can be given by

\[ dV = \left( \frac{\partial x}{\partial X_1}dX_1 \times \frac{\partial x}{\partial X_2}dX_2 \right) \frac{\partial x}{\partial X_3}dX_3 \] (1.7)

In coordinates, it makes

\[ dV = \begin{vmatrix} \frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} & \frac{\partial x_1}{\partial X_3} \\ \frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} & \frac{\partial x_2}{\partial X_3} \\ \frac{\partial x_3}{\partial X_1} & \frac{\partial x_3}{\partial X_2} & \frac{\partial x_3}{\partial X_3} \end{vmatrix} dX_1 dX_2 dX_3 = j dV_0 \] (1.8)

where \( dV_0 \) is the original volume in time \( t_0 \). It is very important beyond the fundamental physical meaning that the inequality (1.6) assures the invertability of the deformation function, i.e. the inverse function

\[ X = X(x, t) \] (1.9)

exists.

In many important cases, making distinction between certain points is only of theoretical importance: therefore the use of spatial or Eulerian description is common, especially when discussing liquids. This means that we regard the motion as known if we know the velocity as a function of time and place:

\[ v = v(x, t). \] (1.10)

The connection between these two kinds of description can be summed up as follows: The time derivative of the motion gives the velocity in function of time and starting point:

\[ v = \frac{\partial x(X, t)}{\partial t}. \] (1.11)
However, the starting point can be given with the help of (1.9) as a function of the instantaneous position and time. So considering (1.9), we turn (1.11) into (1.10) as

\[ v = \frac{\partial x[X(x, t), t]}{\partial t} = v(x, t). \]  

(1.12)

Doing the reverse — from (1.12) to (1.04) — is more complicated. Let us regard the function (1.10) as a vectorial differential equation for the position of a selected point \( P_0 \)

\[ \frac{dx}{dt} = v(x, t). \]  

(1.13)

In the general solution, three arbitrary numbers appear, the value of which are determined by the initial condition

\[ x = X, \quad \text{if} \quad t = t_0. \]  

(1.14)

In this way, we can get the motion function

\[ x = x(X, t). \]

From the aforesaid it can be seen that from a physical point of view the two descriptions are equivalent: we can change over from one to the other at any time.

1.2. Strain.

The motion of a body, as we mentioned before, is described in general with a function (1.4). As not any motion of the body results in deformation, it is more precise to apply the term “motion” instead of the frequently used term “deformation”.

A characteristic of motions without strain is that during motion the distance between any pair of points remains unchanged. These motions are called rigid body motions.

Let us examine which of the functions (1.4) indicate motion without strain. Consider two different, but otherwise arbitrary points of the medium \( P_1 \) and \( P_2 \). The distance between them does not change, so

\[ (x_1 - x_2)^2 = (X_1 - X_2)^2 \]  

(1.15)

that can be written as

\[ \sum_{i=1}^{3} (x_{1i} - x_{2i})^2 = \sum_{J=1}^{3} (X_{1J} - X_{2J})^2 \]  

(1.16)

in rectangular coordinates. Making use of the inverse function (1.9), (1.16) becomes:

\[ \sum_{i=1}^{3} (x_{1i} - x_{2i})^2 = \sum_{J=1}^{3} [X_{1J}(x_1, t) - X_{2J}(x_2, t)]^2. \]  

(1.17)
As the point $P_1$ is arbitrary, this equation holds for any $x_1$; and also the partial time derivatives with respect to $x_{1i}$ of the right and left sides are equal:

$$x_{1i} - x_{2i} = \sum_{J=1}^{3} (X_{1J} - X_{2J}) \frac{\partial X_{1J}}{\partial x_{1i}}$$ (1.18)

Introducing the form

$$Q_{iJ} = \frac{\partial X_{1J}}{\partial x_{1i}}$$ (1.19)

and rearranging (1.18), we can write

$$x_{2i} = x_{1i} + \sum_{J=1}^{3} Q_{iJ} (X_{2J} - X_{1J})$$ (1.20)

whose vector form is

$$\mathbf{x}_2 = \mathbf{x}_1 + \mathbf{Q}(\mathbf{X}_2 - \mathbf{X}_1).$$ (1.21)

The $Q_{ij}$ quantities (i.e. the tensor $\mathbf{Q}$) does not depend on how the point $P_2$ has been chosen: namely, its components can be calculated by (1.19) only from the coordinates belonging to point $P_1$. Exchanging $P_1$ and $P_2$ we obtain

$$\mathbf{x}_2 = \mathbf{x}_1 + \mathbf{Q}'(\mathbf{X}_2 - \mathbf{X}_1)$$ (1.22)

being fully similar to (1.21) where $\mathbf{Q}$ does not depend on the selection of point $P_1$. The equivalence of (1.21) and (1.22) results in $\mathbf{Q} = \mathbf{Q}'$; i.e., $\mathbf{Q}$ is identical for any $P_1$ and $P_2$.

On the basis of (1.15) and (1.21) the tensor $\mathbf{Q}$ leaves the absolute value of any vector unchanged. Based on this and using the equations

$$(\mathbf{Q} \mathbf{A})^2 = \mathbf{A}^2; \quad (\mathbf{Q} \mathbf{B})^2 = \mathbf{B}^2; \quad [\mathbf{Q}(\mathbf{A} + \mathbf{B})]^2 = (\mathbf{A} + \mathbf{B})^2,$$

it is seen that the tensor $\mathbf{Q}$ leaves the scalar product of any two vectors unchanged:

$$(\mathbf{Q} \mathbf{A}, \mathbf{Q} \mathbf{B}) = (\mathbf{A}, \mathbf{B}),$$ (1.23)

so $\mathbf{Q}$ is orthogonal; i.e., $\mathbf{Q}^T = \mathbf{Q}^{-1}$ and, therefore, $\mathbf{QQ}^T = \mathbf{\delta}$. On the other hand, it can be understood that during any motion given by the function

$$\mathbf{x} = \mathbf{a}(t) + \mathbf{Q}(t)\mathbf{X}$$ (1.24)

($\mathbf{Q}$ orthogonal tensor), the distance of any two points is constant. The class of functions which do not result in strain are thus evident. The $\mathbf{a}(t)$ function shows the translation of the body, while the tensor $\mathbf{Q}(t)$, the rotation. The $\mathbf{Q}(t)$ may not mean reflection as the determinant of reflections, is $-1$; and the determinant of $\mathbf{Q}(t)$ is non-negative in accordance with (1.6).

The motions which can be written in a form similar to (1.24)

$$\mathbf{x} = \mathbf{a}(t) + \mathbf{x}\mathbf{X}$$ (1.25)
(where \( \mathbf{x} \) is not orthogonal) are called homogeneous deformations.

The tensor \( \mathbf{x} \) is called the deformation gradient. The deformation gradient describes the strain and rotation of an environment of point \( P_0 \).

To separate the rotation and strain, Cauchy’s polar decomposition theorem is used. On the basis of this theorem, any non-singular, and invertible second order tensor \( \mathbf{x} \) can be factorized in form

\[
\mathbf{x} = \mathbf{RD} = \mathbf{dR}
\]

where \( \mathbf{D} \) and \( \mathbf{d} \) are symmetric tensors whose proper values are positive, and \( \mathbf{R} \) is an orthogonal tensor; i.e. the relations

\[
\mathbf{D} = \mathbf{D}^T, \quad \mathbf{d} = \mathbf{d}^T, \quad \mathbf{RR}^T = \mathbf{\delta}
\]

hold. The decomposition is unique.

By analyzing the deformation gradient tensor on the ground of polar decomposition, it is seen that \( \mathbf{R} \) shows the rotation while \( \mathbf{D} \) and \( \mathbf{d} \), respectively, the local deformation in the sense that in a rotation-free case \( \mathbf{R} \), in a strain-free case \( \mathbf{D} \) and \( \mathbf{d} \) equal the unit tensor. Indeed, at a motion without strain, the deformation gradient is orthogonal; i.e., on the basis of polar decomposition

\[
\mathbf{x} = \mathbf{Q} = \mathbf{R\delta} = \mathbf{\delta R} = \mathbf{R}
\]

can be written.

To simplify the notation, we use the following conventions:
a) the indices denoted by minuscules refer to \( \mathbf{x} \) coordinates; those denoted by majuscules refer to \( \mathbf{X} \) coordinates.
b) in every case when an index occurs twice in an expression we omit the sign of summation \( \sum \) and sum up from 1 to 3 for the dummy index (Einstein convention).
c) the indices following the comma mean the partial derivatives with respect to the relevant variable.

Now study the case where the deformation gradient tensor does not depend on position, and the orthogonal factor received during polar decomposition corresponds to the unit tensor.

Then, according to (1.25), we can write the motion as

\[
\mathbf{x} = \mathbf{a}(t) + \mathbf{D}(t)\mathbf{X}
\]

and after a transformation to principal axis as

\[
\begin{align*}
    x_1 &= a_1 + D_1 X_1, \\
    x_2 &= a_2 + D_2 X_2, \\
    x_3 &= a_3 + D_3 X_3,
\end{align*}
\]

where \( D_1, D_2 \) and \( D_3 \) indicate the eigenvalues of the tensor \( \mathbf{D} \). This means that, apart from translations determined by \( a_1, a_2, a_3 \), stretchings parallel to the prop-ervectors have also appeared. We should image the whole process so that, first, we realize the three translations in arbitrary sequence and, afterwards, the stretching.
So, in case of homogeneous deformations when the function (1.4) can be given in form
\[ \mathbf{x} = \mathbf{a}(t) + \mathbf{R}(t)D(t)\mathbf{X}, \]
the instantaneous deformation is defined by the tensor \( D \). The motion to the present configuration can be decomposed to a succession of deformation, rotation and translation. The decomposition in equation (1.31) corresponds to this succession: \( D \) defines the deformation, \( \mathbf{R} \) the rotation and \( \mathbf{a} \) the translation. Of course, the order of the steps of the motion is important as can be seen
\[
\mathbf{r} = \mathbf{a} + \mathbf{RDX} = \mathbf{a} + d\mathbf{RX} = \mathbf{RD}(\mathbf{A} + \mathbf{X}) =
\]
\[
= d\mathbf{R}(\mathbf{A} + \mathbf{X}) = \mathbf{R}(\mathbf{a}^* + d\mathbf{X}) = d(\mathbf{A}^* + \mathbf{RX}).
\]

Here we have introduced the notations
\[
\mathbf{A} = D^{-1}R^T\mathbf{a}, \quad \mathbf{a}^* = R^T\mathbf{a}, \quad \mathbf{A}^* = RD^{-1}R^T\mathbf{a}
\]
as well as having used the identity
\[
d = \mathbf{RDR}^T
\]
due to polar decomposition. We mention that the tensor \( D \) changes during motion, as do the directions of its propervectors which means we can regard the foregoing as an instantaneous exposure. The considerations on homogeneous deformation can be applied for arbitrary motion. For that, only a sufficiently small neighborhood of a selected position \( \mathbf{X}_0 \) should be regarded.

It is important to mention that the resultant of two sequential deformations without rotation is generally not a strain without rotation as the product of two symmetric tensors is generally not symmetric. The situation is quite different if the deformations are small; i.e., when the tensor \( D \) describing the deformations slightly differs from the unit tensor. In this case it is advisable to introduce the notation
\[
D = \delta + \mathbf{E}
\]
The tensor \( \mathbf{E} \) should be called the deformation tensor, as it is the zero tensor in the case of motions without strain. In case of two sequential deformations without rotation, we get the relation
\[
\mathbf{x} = (\delta + \mathbf{E}_1)(\delta + \mathbf{E}_2) \approx \delta + \mathbf{E}_1 + \mathbf{E}_2
\]
for the resultant deformation gradient, if we neglect the product \( \mathbf{E}_1\mathbf{E}_2 \) due to its smallness. The sum of two symmetric tensors is, however, also symmetric, so we can regard the resultant deformation as the sum of two strains. The formula (1.34) can be applied even in cases when the small strains are accompanied by rotations. In this case the resultant deformation gradient is determined from the equation
\[
\mathbf{x} = \mathbf{R}_2(\delta + \mathbf{E}_2)\mathbf{R}_1(\delta + \mathbf{E}_1) = \mathbf{R}_2\mathbf{R}_1(\delta + R_1^T\mathbf{E}_2\mathbf{R}_1 + \mathbf{E}_1)
\]
which shows that the deformation tensors can be added even now; however, due to
the rotations, a common reference-frame should be provided for. The additivity of
small deformations tempts one to believe that any deformation can be composed
of small deformations. Although this misconception is very common in the old
theory of infinitesimal deformations, it is, nevertheless, false as the sum of the
terms neglected from (1.34) is not negligible anymore in case of finite resultant.

Finally we can draw attention to (1.35) where only the deformations are small
and the rotations and displacements are arbitrary.

As outlined above, the motion of neighborhood of point $P$ was decomposed to
translation, rotation and deformation. The deformation is often decomposed to an
iscochor and a similarity deformation. It is done as follows: Regard the formula (1.8)
and use Cauchy’s decomposition theorem as well as the multiplication theorem of
determinants. Then

$$dV = \frac{1}{j} dV_0 = \det x dV_0 = \det R \det D dV_0.$$  \hfill (1.36)

As $R$ describes rotation, the value of its determinant is 1, so

$$dV = \det D dV_0 = \det d dV_0$$ \hfill (1.37)

Define now a factor $\lambda_v$ as well as the tensors $D_0$ and $d_0$ as follows:

$$\lambda_v = (\det D)^{\frac{1}{3}}; \quad D_0 = \frac{1}{\lambda_v} D; \quad d_0 = \frac{1}{\lambda_v} d,$$ \hfill (1.38)

by which the deformation gradient is cast into

$$x = \lambda_v R D_0 = \lambda_v d_0 R.$$ \hfill (1.39)

It results from the definitions (1.38) that

$$\det D_0 = \det d_0 = 1.$$ \hfill (1.40)

The factor $\lambda_v$ describes similarity transformation; i.e., if $d_0 = D_0 = \delta$, although the
dimensions of the body change (the factor $\lambda$ defines just the extent of elongation),
however, the angle of any two line element is unchanged.

The meaning of the tensors $D_0$ and $d_0$ becomes clear if the case of $\lambda_v = 1$ is
analyzed. In this case the volume of the body remains unchanged, so we regard the
formula (1.39) as the product of the required decomposition.

1.3. Rate of deformation.

The separation of deformation and rotation by means of polar decomposition
gives an obvious way of defining the rate of deformation. As any of the tensors $d$
and $D$, respectively, show deformation with respect to the reference configuration,
it seems, at first sight, that the material time derivative of any of them is suitable
to characterize the momentary speed of deformation.

This is not true, as $d$ changes even if the strain of the body is constant in time
but the body is rotating. On the other hand, the $D$ tensor changes only if the form
of the body changes; i.e., \( \dot{D} \) can be considered as the rate of strain. We have to take into account that the selection of the reference configuration is not free from all arbitrariness (in case of a particular motion, different reference configurations can be applied as well); therefore, the \( D \) tensor and, of course, even \( \dot{D} \) contains subjective elements. But in other relations the reference configurations are not equivalent — think here of elastic bodies — so we cannot refer the role of reference configuration definitely to subjective elements. This question is not answered to complete satisfaction in the literature [42, 144, 153, 154].

We can advance in clearing some ambiguity if we change over from the coordinates \( X_1, X_2, X_3 \) to spatial coordinates \( x_1, x_2, x_3 \) and we analyze the velocity field in the neighborhood of a point.

To denote the spatial position of a point \( X \) near to point \( X_0 \), we can apply the linear partial sum of the Taylor-series of the motion function around the point:

\[
x = x_0(X_0, t) + x(X - X_0).
\] (1.41)

The deformation gradient tensor \( x \) depends, of course even now, on place and time, i.e.

\[
x = x(x_0, t).
\] (1.42)

By Cauchy’s polar decomposition, we can rewrite (1.41) in

\[
x = x_0 + RD(X - X_0) = x_0 + dR(X - X_0),
\] (1.43)

from what, by forming the partial derivatives of (1.11), we get the definition of velocity distribution around the point \( X_0 \):

\[
v = v_0 + (\dot{R}D + R\dot{D})(X - X_0) = v_0 + (dR + d\dot{R})(X - X_0).
\] (1.44)

Using the invertability of the tensors \( R \) and \( D \), and applying (1.43), the velocity gets the following alternative forms:

\[
v = v_0 + (\dot{R}D + R\dot{D})D^{-1}R^T(x - x_0) = \\
v_0 + (dR + d\dot{R})R^T d^{-1}(x - x_0) = \\
v_0 + (\dot{RR}^T + R\dot{D}D^{-1}R^T)(x - x_0) = \\
v_0 + (\dot{d}d^{-1} + d\dot{RR}^T d^{-1})(x - x_0).
\] (1.45)

From the latter expressions, the velocity gradient tensor is obtained:

\[
\text{Grad } v = \dot{RR}^T + R\dot{D}D^{-1}R^T = \dot{d}d^{-1} + d\dot{RR}^T d^{-1}.
\] (1.46)

If the form of the body does not change, after a period of time the tensor \( D \) will be constant and its derivative will be zero. The velocity gradient is reduced to \( RR^T \) which is skew-symmetric as the relationship

\[
RR^T = \delta
\]
leads to the identity
\[ \dot{RR}^T + R\dot{R}^T = 0, \]
i.e.
\[ \dot{RR}^T = -(\dot{RR}^T)^T. \]
We refer to the skew-symmetric \( \omega = \dot{RR}^T \) tensor as the angular velocity tensor, which we write as
\[ \dot{RR}^T = \omega = \vec{\omega} \times \delta. \] (1.47)
Here \( \vec{\omega} \) is the angular velocity vector, the vector invariant of the skew-symmetric tensor \( RR^T \). The tensor \( D \) may be regarded as the measure for the speed of deformation; however, this tensor is rather connected to the reference configuration than to the moving medium. To avoid this fault, we prefer to regard the
\[ R\dot{D}R^T = \dot{d} \] (1.48)
tensor as the rate of strain rather than \( \dot{D} \).
A relatively simple rule can be introduced to calculate the tensor \( \dot{d} \). As \( D = R^T dR \), we have
\[ \dot{d} = R \frac{d}{dt} (R^T dR)R^T = R(\dot{R}^T dR + R^T \dot{d}R + R^T d\dot{R})R^T. \]
From that, on the basis of (1.47), and from the orthogonality of \( R \), we receive
\[ \dot{d} = \dot{d} + d\omega - \omega d. \] (1.49)
It can be seen that \( \dot{d} \) is in very close connection to tensor \( d \) as it is the time derivative in a particular frame, (co-rotating with the medium). This way of forming the time derivative will be applied for other tensors as this kind of time derivative gives the change rate of a given tensor with respect to the moving medium.
We repeatedly draw attention to the fact that the defined strain rate contains generally subjective elements as well, as the selection of the reference configuration is not free of arbitrariness. The situation is quite different if the deformation is small; i.e., in the case where the \( d \) and \( D \) tensors respectively differ slightly from the unit tensor, or are even, in a moment, just equal to it. The rotation may be, of course, arbitrary. This is the case, e.g., at fluid motions when in each moment the present configuration is applied as a reference configuration. Then (1.46) and (1.49) reduce to
\[ \text{Grad} v = \dot{d} + \omega, \quad \dot{d} = \ddot{d} \] (1.50)
From this we can read a really clear result that follows: The tensor describing the rate of strain with respect to the present configuration is identical with the symmetric part of the velocity gradient. In other words, the symmetric part of the velocity gradient can be assumed to be an objective rate of strain. On the basis of the aforesaid concepts, this tensor is given the name ‘stretching tensor’ in the literature.
Concerning the decomposition (1.39) we can decompose also the strain rate to a part describing dilatation and a part without dilatation. On the basis of differentiating (1.38), we get
\[ \ddot{d} = \lambda_v d_0 + \lambda_v \dot{d}_0. \] (1.51)
This is especially simple if we apply the present configuration as a reference configuration when \( \lambda_0 = 1 \) and \( d_0 = \delta \). Then the first term on the right-hand side of (1.51) is a spherical tensor; and the second one has a zero trace that we can see on the basis of identity

\[
\det d_0 \text{tr}(d_0^{-1}) = \frac{d}{dt}(\det d_0) = 0
\]  

(1.52)

and (1.40). This means that the zero trace part of the stretching tensor describes a deformation without volume change while the trace characterizes the rate of volume change.
CHAPTER II

DYNAMICS

The dynamics of deformable bodies is based on the axioms of Newton’s mechanics. The moving bodies are regarded as continuous media; i.e., in a mechanical sense as continua. At the same time, we must keep in mind that the physical background of the continuum in question is the regulated or chaotic set of atomic particles. This latter circumstance results in the continuum having an intrinsic structure which, (according to its different grades of complexity), manifests itself through its effect on macroscopic motion. (In this work there is no intention of analyzing any motion on microscale). To a quantitative description, the methods of classical space theory are applied, complemented by further hypotheses that are required to describe the macroscopic manifestations of the molecular background and which take into consideration the thermodynamic features of the material as well. The physical quantities are expressed by scalar-, vector- and tensor components that generally depend on time.


In investigating mechanical motion of extended bodies, we credit each body with mass that is connected with kinematic characteristics of motion of continua; likewise, we have to interpret the mass in such a way that the mass assigned to an arbitrary part of the medium is identical with the mass interpreted in a pointmechanical sense. To do this, we use three ( in non-relativistic theory) fundamental features of mass:

a) positive scalar,
b) additive and
c) invariant quantity under motion.

It is advisable to examine the additivity from the aforesaid features. Additivity means that by dividing a body into disjunct parts, the amount of mass of the parts equals the mass of the body. This means that in ordering the mass of medium to ranges of space, we receive a totally additive set function of positive value, i.e. in a mathematical sense, the mass is a measure. In the continuum theory we suppose that this measure is totally continuous, and so there exists a function — named density — for which the equality

$$M = \int_{V} \varrho \, dV$$  \hspace{1cm} (2.1)

holds. Of course, the \( \varrho \) density is interpreted as the derivate of the set function \( M \):

$$\varrho = \frac{dM}{dV}$$  \hspace{1cm} (2.2)
The law of conservation of mass can be most easily written for a volume element:

$$\rho \, dV = \rho_0 \, dV_0,$$

(2.3)

where $\rho_0$ is the density belonging to the reference configuration. Taking equation (1.8) into account i.e. that the volume $dV_0$ belonging to reference configuration connects to volume $dV$ as $dV = j \, dV_0$, we receive the equality

$$\rho \, j = \rho_0$$

(2.4)

The better known form of mass conservation is obtained by forming the time derivative of the natural logarithm of both sides. (As space coordinates, we use the $X$ reference coordinates.)

$$0 = \frac{\partial \ln \rho_0}{\partial t} = \frac{1}{j} \frac{dj}{dt} + \frac{1}{\rho} \frac{d\rho}{dt} = \text{div} \, \mathbf{v} + \frac{1}{\rho} \frac{d\rho}{dt},$$

(2.5)

At derivation of (2.5) we applied the identity

$$\frac{d}{d\tau} \det \mathbf{A} = \det \mathbf{A} \, (\mathbf{A}^{-1})^T : \frac{d\mathbf{A}}{d\tau},$$

the formula (1.46) regarding the derivatives of determinants as well as that $j$ is the determinant of the deformation gradient.

By simple modification of (2.5) we get the well-known form of continuity:

$$\frac{d\rho}{dt} + \rho \, \text{div} \, \mathbf{v} = 0.$$

(2.6)

We note that the partial time derivative of a function depending on the variables ($X_1, X_2, X_3, t$) is identical with a material time derivative.

### 2.2. The momentum of continuum.

The respective parts of a moving medium are continuously in interaction with their neighborhood. The interaction determines the further motion and the motion determines the interaction. The changes of mechanical motion are determined by the forces acting upon the medium. Newton’s second law gives the connection between the forces and acceleration.

$$\mathbf{F} = \dot{\mathbf{p}}$$

(2.7)

where $\mathbf{F}$ is the resultant force acting upon the body, and $\mathbf{p}$ the momentum of the body. If all parts of the body move with the same velocity, the momentum is in simple connection with the velocity:

$$\mathbf{p} = m \mathbf{v}.$$

(2.8)
If the velocity field is, however, not homogeneous, then the relation (2.8) can be applied only to infinitesimal (elemental) medium pieces and

\[ \mathbf{p} = \int_{V} \mathbf{v} \, dm = \int_{V} \varrho \mathbf{v} \, dV \]  

(2.9)

can be written. So the equation (2.7) can be expressed in form

\[ \mathbf{F} = \frac{d}{dt} \int_{V} \varrho \mathbf{v} \, dV = \frac{d}{dt} \int_{V_0} \varrho_0 \mathbf{v} \, dV_0 = \int_{V_0} \varrho_0 \frac{d\mathbf{v}}{dt} \, dV_0 = \int_{V_0} \varrho \frac{d\mathbf{v}}{dt} \, dV \]  

(2.10)

Here the law of mass conservation (2.3) was taken into consideration as well.

To examine the forces in full detail, let us regard an arbitrary part of the medium, which is in interaction with other parts of the medium and with the remote surroundings as well. Its close neighborhood exerts force along the surface on the selected part of the medium while the interaction with the remote environment is replaced by a force field acting inside the selected body. Therefore we decompose the forces acting in a continuum into surface and volumetric forces. The volumetric forces (or body forces, long-distance forces) are described by a totally continuous set function. So there exists an \( f(x, t) \) function named specific force by which the volumetric force is written in

\[ \mathbf{F}_v = \int_{V} f \varrho \, dV \]  

(2.11)

The \( f \) specific force is composed of gravity and electromagnetic forces.

2.3. Stress.

We suppose that the surface forces act along surfaces inside the continuum and describe the interaction between the parts of medium on the two sides of the surface. The force acting on a surface is expressed as

\[ \mathbf{F}_A = \int_{A} t(x, t) \, dA \]  

(2.12)

Newton’s second law for a continuum reads

\[ \int_{V} \varrho \frac{d\mathbf{v}}{dt} \, dV = \int_{V} \varrho \mathbf{f} \, dV + \oint_{\partial V} \mathbf{t} \, dA. \]  

(2.13)

Transforming the surface integral by Gauss’ theorem we obtain

\[ \int_{V} \varrho \frac{d\mathbf{v}}{dt} \, dV = \int_{V} (\varrho \mathbf{f} + \text{Div} \textbf{t}) \, dV \]  

(2.14)

Because this equality is valid for any region the relation

\[ \varrho \frac{d\mathbf{v}}{dt} = \text{Div} \mathbf{t} + \varrho \mathbf{f} \]  

(2.15)

also holds. This equation is the local form of Newton’s second law for continua. The (2.15) equation — referred to as Cauchy’s equation of motion — is the balance equation for momentum.
2.4. Body forces.

The present book is devoted to a detailed study of surface forces. The question of what and how the stress tensor depends on leads us far, while the formal description of long-distance forces can be given quite simply. Therefore let us first draw our attention to the long-distance forces.

The reference of force density defined in (2.11) to mass unit is justified by the circumstance that gravity is proportional to the mass. Under conditions on Earth it is very frequent that besides gravity no other notable long-distance force occurs so we can regard the specific force \( f \) as being equal to the gravitational acceleration \( g \). If Cauchy’s equation of motion is extended to rotating reference frames as well, we have to widen the interpretation of gravity forces.

2.5. Forces of gravity and inertia.

The wider interpretation of gravity means that we regard even the forces of inertia in accelerating reference frames as gravity forces in full accordance with the equivalence theorem of general relativity, although we use the classical methods of quantitative study.

Assume two reference frames with position vectors \( \mathbf{x} \) and \( \mathbf{x}^\ast \). The two reference frames should move with respect to one another. Then the transformation

\[
\mathbf{x}^\ast = Q(t)[\mathbf{x} - \mathbf{a}(t)]
\]  

(2.16)

holds, where \( \mathbf{a}(t) \) is the position vector of the origin of the reference system \( \mathbf{x}^\ast \) in system \( \mathbf{x} \), and \( Q(t) \) an orthogonal tensor describing the relative rotation. There exists also the inverse of this transformation:

\[
\mathbf{x} = \mathbf{a}(t) + Q^T(t)\mathbf{x}^\ast.
\]  

(2.17)

Let \( \mathbf{x} \) and \( \mathbf{x}^\ast \) be the position vector of any moving material point and let us suppose the validity of (2.15) in the system \( \mathbf{x} \). By double differentiating of (2.17):

\[
\ddot{\mathbf{v}} = \ddot{\mathbf{x}} = \ddot{\mathbf{a}} + Q^T \ddot{\mathbf{\dot{x}}}^* + \ddot{Q}^T \mathbf{x}^*.
\]

and by substituting the latter expression into (2.15) we obtain the form of Cauchy’s equation of motion valid in \( \mathbf{x} \):

\[
\rho \ddot{\mathbf{a}} + \rho Q^T \frac{d\mathbf{v}^*}{dt} + 2 \rho \dot{Q}^T \mathbf{v}^* + \rho \ddot{Q}^T \mathbf{x}^* = \text{Div} \mathbf{t} + \rho \mathbf{f} \quad (2.18)
\]

where the denotation \( \dot{\mathbf{x}}^* = \mathbf{v}^* \) is introduced. If both sides are multiplied from left by \( Q \) and reduced, the equation will have the following form:

\[
\rho \frac{d\mathbf{v}^*}{dt} = Q(\text{Div} \mathbf{t}) + \rho Q \mathbf{f} - \rho Q \ddot{\mathbf{a}} - 2 \rho Q \dot{Q}^T \mathbf{v}^* - \rho Q \ddot{Q}^T \mathbf{x}^*.
\]

(2.19)
If we introduce the notations
\[ t^* = QtQ^T \]
and
\[ f^* = Qf - Q\ddot{a} - 2Q\dot{Q}v^* - Q\ddot{Q}^T x^* \]  
we establish the equation
\[ \frac{d\dot{v}^*}{dt} = \text{Div} t^* + \varrho f^* \]  
analogous to (2.15). Here we used the identity
\[ Q(\text{Div} t) = \text{Div}(QtQ^T) \]
that has the form
\[ Q_{is} \frac{\partial t_{sk}}{\partial x_k} = Q_{is} \frac{\partial t_{sk}}{\partial x_k^*} Q_{jk} = \frac{\partial}{\partial x_j}(Q_{is} Q_{jk} t_{sk}) \]
in rectangular components.

It can be seen from (2.20) that the tensor \( t \) describing the surface forces transforms into \( t^* \) while the transformed body force is accompanied by additive terms due to relative motion of the reference frames. If the reference frame \( x \) is an inertia frame, then these additive terms are just the forces of inertia. This is easy to see if we rewrite them in the more usual form with the \( \vec{\omega}^* \) angular velocity vector defined by
\[ \vec{\omega}^* \times \delta = \dot{Q}Q^T \]  
So the \( f^* \) specific force of inertia defined in (2.20) will have the form
\[ f^* = Qf - Q\ddot{a} - 2\dot{Q}v^* - (\vec{\omega}^* \times \dot{x}^*) - \vec{\omega}^* \times x^* \]
where \( Q\ddot{a} \) is the specific force of inertia belonging to the translation, \(-2\dot{\vec{\omega}^*} \times v^*\) the Coriolis force, \(-\vec{\omega}^* \times (\vec{\omega}^* \times x^*)\) the centrifugal force and \(-\dot{\vec{\omega}}^* \times x^*\) Euler’s force per unit mass.

Of course, there is no need to suppose that one of the reference frames is an inertia system. In each case, however, we regard (2.20) as transformation formulae. In this case, the (2.15) form of Cauchy’s equation of motion is independent of the selection of the frame.

It is easy to see that the peculiarity of the inertia forces, namely, the additional terms, do not depend on real interactions but only on the selection of frame. Decompose the body force into two parts:
\[ f = f_0 + f_1, \]
where \( f_0 \) be the resultant of the inertia forces and \( f_1 \) the force describing real interactions. In this decomposition we can write the second half of (2.20) in form
\[ f_0^* + f_1^* = Q(f_0 + f_1) - Q\ddot{a} - 2Q\dot{Q}^T v^* - Q\ddot{Q}^T x^* \]
If no real body force occur, then \( f_1 \) and \( f_1^* \) are zero, i.e. (2.25) formally reduces to (2.20). Accepting this, as transformation between \( f_0 \) and \( f_0^* \), the transformation
\[ f_1^* = Qf_1 \]  
arises for \( f_1 \) and \( f_1^* \). This means that the forces describing real interactions transform due to the change of frame, i.e. the real forces are objective.
2.6. Electromagnetic forces.

The Newtonian attraction describes gravitational interactions with exactness far beyond the requirements of practice; in practical applications, it is considered only in the action of the largest masses in the environment. In most cases it is quite a simple task; for that very reason, we do not deal with the forces of gravity any more.

It is worth, however, paying greater attention to the electromagnetic effects partly because of the great practical importance of electromagnetism, and partly because the usual text books deal too little with the general form of ponderomotive force and the results are often ambiguous, [62, 89, 92, 102, 134].

To describe the ponderomotive force we have to start from the first group of Maxwell’s equations:

\[
\begin{align*}
\text{rot} \, \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} &= 0, \\
\text{div} \, \mathbf{B} &= 0, \\
\text{rot} \, \mathbf{H} &= \mathbf{j} + \varrho_e \mathbf{v} + \frac{\partial \mathbf{D}}{\partial t}, \\
\text{div} \, \mathbf{D} &= \varrho_e. 
\end{align*}
\] (2.27)

We apply the usual notation: \( \mathbf{E} \) is the electric field strength; \( \mathbf{H} \), the magnetic field strength; \( \mathbf{D} \), the electric displacement; \( \mathbf{B} \), the flux density; \( \mathbf{j} \), the conductive electric current density; and \( \varrho_e \), the electric charge density. This form of Maxwell’s equations takes into account the characteristics of an electromagnetic field and the effects of the coexisting medium. The division of electromagnetic phenomena to characteristics of field and to effects of medium is not free from all arbitrariness; hereinafter, only one of the possible versions [62] is outlined:

We regard the electric field strength \( \mathbf{E} \) and the flux density \( \mathbf{B} \) as characteristics of field. The magnetic field strength \( \mathbf{H} \) and the electric displacement \( \mathbf{D} \) contain already information on polarization of the medium as well; therefore, these latter are eliminated by introducing the magnetization \( \mathbf{M} \) and the electric polarization \( \mathbf{P} \). \( \mathbf{M} \) and \( \mathbf{P} \) are defined by equations

\[
\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} \tag{2.28}
\]

and

\[
\mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M} - \mathbf{v} \times \mathbf{P}) \tag{2.29}
\]

where \( \varepsilon_0 \) is the permittivity of the vacuum, \( \mu_0 \) the magnetic permeability of the vacuum and \( \mathbf{v} \) means the velocity of the moving medium [62, 102]. On the right-hand side of the equation (2.29) \(-\mathbf{v} \times \mathbf{P}\) is the moving electric dipole acting like magnetic dipole; and it is not advisable to range this effect with the magnetic polarization. Here we note that the acceptance of the (2.29) formula in such form means that we must be content with small velocities and the relativistic effects are excluded from the scope of our study.

In order to calculate the ponderomotive force we have to substitute equations
(2.28) and (2.29) into Maxwell’s equations:

\[
\begin{align*}
\text{rot } E + \frac{\partial B}{\partial t} &= 0, \\
\text{div } B &= 0 \\
\frac{1}{\mu_0} \text{rot } B &= j + \varrho_e v + \varepsilon_0 \frac{\partial E}{\partial t} + \frac{\partial P}{\partial t} + \text{rot } M - \text{rot}(v \times P), \\
\varepsilon_0 \text{div } E &= \varrho_e - \text{div } P,
\end{align*}
\]

and then we have to multiply vectorially the so-established first equation on the right side by \(\varepsilon_0 E\) the third one by \(B\) and to add the two equations:

\[
\begin{align*}
\varepsilon_0 \text{rot } E \times E + \frac{1}{\mu_0} \text{rot } B \times B + \varepsilon_0 \frac{\partial B}{\partial t} \times E &= j \times B + \varrho_e v \times B + \\
+ \varepsilon_0 \frac{\partial E}{\partial t} \times B + \frac{\partial P}{\partial t} \times B + \text{rot } M \times B - \text{rot}(v \times P) \times B.
\end{align*}
\]

Now we apply the identity (\(\circ\) notation means dyadic multiplication)

\[
\text{rot } u \times u = \text{Div} \left( u \circ u - \frac{u^2}{2} \right) - u \text{ div } u
\]

at the first two terms of the left-hand side:

\[
\begin{align*}
\text{Div} \left[ \varepsilon \left( E \circ E - \frac{E^2}{2} \right) + \frac{1}{\mu_0} \left( B \circ B - \frac{B^2}{2} \right) \right] &= \\
= \frac{\partial}{\partial t} (\varepsilon_0 E \times B) + \varepsilon_0 E \text{div } E + j \times B + \varrho_e v \times B + \\
+ \frac{\partial P}{\partial t} \times B + \text{rot } M \times B - \text{rot}(v \times P) \times B.
\end{align*}
\]

During further transformations we use the identities

\[
\text{rot } M \times B = \text{Div}[M \circ B - (MB)\delta] + M \text{ Grad } B, \\
E \text{ div } P = \text{Div}(E \circ P) - (P \text{ grad})E
\]

and

\[
\frac{\partial P}{\partial t} - \text{rot}(v \times P) = \varrho \frac{dP}{dt} - \text{Div}(v \times P)
\]

where the vector \(p\) is defined by relation

\[
P = \varrho p
\]

as well as (2.30b) and (2.30d). So we obtain:

\[
\begin{align*}
\text{Div} \left[ \varepsilon_0 \left( E \circ E - \frac{E^2}{2} \right) + \frac{1}{\mu_0} \left( B \circ B - \frac{B^2}{2} \right) + (MB)\delta - M \circ B + E \circ P \right] &= \\
= \frac{\partial}{\partial t} (\varepsilon_0 E \times B) + \varrho_e (E + v \times B) + j \times B + (P \text{ grad})E + \\
+ \varrho \frac{dP}{dt} \times B + M \text{ Grad } B - \text{Div}(v \times P) \times B.
\end{align*}
\]
To make clearer aforesaid formula one more transformation is required to which we use the identity

$$\text{Div}(v \circ \mathbf{P}) \times \mathbf{B} = \text{Div}(v \times \mathbf{B} \circ \mathbf{P}) - v \times (\mathbf{P} \text{grad}) \mathbf{B}. \quad (2.38)$$

So we obtain

$$\begin{align*}
\text{Div} & \left[ \varepsilon_0 \left( \mathbf{E} \circ \mathbf{E} - \frac{E^2}{2} \delta \right) + \frac{1}{\mu_0} \left( \mathbf{B} \circ \mathbf{B} - \frac{B^2}{2} \delta \right) + \\
& + (\mathbf{MB})\delta - \mathbf{M} \circ \mathbf{B} + (\mathbf{E} + v \times \mathbf{B}) \circ \mathbf{P} \right] = \\
& = \frac{\partial}{\partial t} (\varepsilon_0 \mathbf{E} \times \mathbf{B}) + \varrho f_{EM} \quad (2.39)
\end{align*}$$

where

$$\varrho f_{EM} = \varrho_e \mathbf{E} + (\varrho_e v + j + \varrho \frac{\partial \mathbf{P}}{\partial t}) \times \mathbf{B} + (\mathbf{P} \text{grad}) \mathbf{E} + v \times (\mathbf{P} \text{grad}) \mathbf{B} + \mathbf{M} \text{Grad} \mathbf{B}. \quad (2.40)$$

We regard the equation (2.39) as a balance of momentum for the electromagnetic field. On the left hand side, the tensor after Div is the electromagnetic stress tensor; the $\varepsilon_0 \mathbf{E} \times \mathbf{B}$ quantity is called momentum density of the electromagnetic field while $\varrho f_{EM}$ is the ponderomotive force density.

This expression of the ponderomotive force is in full accordance with molecular aspects and complies with the nonrelativistic dipole approach [62, 102]. The analysis of electromagnetic stress tensor is not mentioned; we only draw attention to the fact that it is generally non-symmetric, which means that the electromagnetic field plays a part in the transport of moment of momentum.

Finally we mention that the above-outlined separation of medium and electromagnetic field involves difficulties in case of diamagnetic materials, showing by this the arbitrariness of the method [118]. Nevertheless, the reported method can be considered as useful as it describes the effect of the electromagnetic field on mechanical motion rather simply.

### 2.7. Moment of momentum.

The continuum-mechanical definition of momentum defined by (2.8) and (2.9) respectively is unambiguous only in the case where the velocity field is exactly determined. For velocity the definition (1.11) seems to be exact; however, attention should be drawn to a circumstance not negligible in modern continuum-theory; i.e., that the real media are of molecular configuration and the aforesaid mode of description leaves this fact out of consideration. If we intend to consider the molecular background of a continuum, the starting point may not be the motion function (1.4). We insist on the continuum model, henceforward, because of its simplicity and effectiveness. However, we give a new meaning to the fundamental concept by interpreting it on the basis of molecular configuration. We do not intend to enter the labyrinth of such a model that reflects the details of the molecular motions; it would lead us to an extremely complicated problem and would not bring
any considerable advantage in a fundamentally macroscopic theory. In interpreting the continuum-mechanical conceptions, we adopt statistical considerations and interpret the macroscopic quantities by expected values defined on the basis of the theory of probability. The density $\rho$ of a continuum is substituted by the expected value of corpuscular mass density; and the macroscopic momentum density $\rho v$ by that of microscopic momentum-density. The proper selection of event-space as a basis of calculating expected value (taking into account the thermal motion of the molecules) results in functions which do not show deviations within the molecular length scale.

On the basis of density and momentum density thus obtained, we can interpret the baricentric velocity (mentioned as velocity so far and even in the future). Based on formulas (1.10), (1.12) and (1.13), we obtain the function (1.4). The conception shows that the (1.4) motion function describes the motion of a continuum with molecular structure only approximately and not in full detail.

So it does not seem surprising that the moment density of momentum is not identical with the moment of momentum density. The moment of momentum can be interpreted by formula

$$L = \mathbf{r} \times \mathbf{p} + L^i$$

(2.41)

or expressed with values referred to as local by formula

$$l = \mathbf{r} \times \mathbf{v} + l^i$$

(2.42)

where $l$ is the specific moment of momentum, $\mathbf{v}=$baricentric velocity, and $l^i$ the specific internal moment of momentum which can be interpreted as the macroscopic manifestation of molecular rotations. The reality of concept of internal moment of momentum is confirmed experimentally by the Einstein-de Haas effect. [38].

The balance of moment of momentum can be obtained with the aid of the theorem of mechanical moment of momentum. The theorem of moment of momentum says that the time derivative of moment of momentum is equal to the torque acting on the body. In integral form, it is

$$\frac{d}{dt} \int_V (r \times \rho v + \rho l^i) \, dV = \int_A (r \times t + \Pi) \, dA + \int_V (r \times \rho f + \rho m) \, dV,$$

(2.43)

where $\Pi$ is the so-called couple stress tensor and $m$ is the couple density per unit mass. In differential form,

$$r \times \rho \frac{d\mathbf{v}}{dt} + \rho \frac{d\mathbf{l}^i}{dt} = \text{Div}(r \times \mathbf{t} + \Pi) + r \times \rho \mathbf{f} + \rho \mathbf{m},$$

(2.44)

This equation can be reduced if we use Cauchy’s equation of motion.

Substitute the term $\rho \frac{d\mathbf{v}}{dt}$ into (2.44) from (2.15):

$$r \times \text{Div} \mathbf{t} + r \times \rho \mathbf{f} + \frac{d\mathbf{l}^i}{dt} = \text{Div}(r \times t + \Pi) + r \times \rho \mathbf{f} + \rho \mathbf{m},$$

whereof we obtain after reductions the equation

$$\rho \frac{d\mathbf{l}^i}{dt} = 2\mathbf{w}(t) + \text{Div} \Pi + \rho \mathbf{m},$$

(2.45)
where \( w(t) \) is the vector invariant of Cauchy’s stress tensor which is defined in rectangular components by equations

\[
\begin{align*}
    w_1 &= \frac{1}{2}(t_{32} - t_{23}), \\
    w_2 &= \frac{1}{2}(t_{13} - t_{31}), \\
    w_3 &= \frac{1}{2}(t_{21} - t_{12})
\end{align*}
\] (2.46)

If neither couple stress nor torque density occur and the internal moment of momentum is zero, we conclude the symmetry of Cauchy’s stress tensor. In practically all important cases it is true, but exceptions exist: e.g., the liquid crystals prove experimentally the reality of couple stress tensor while the interaction with electromagnetic field serves as an example for torque density.

### 2.8. Electromagnetic couple density.

The torque exerted by the electromagnetic field is defined by the balance equation (2.39) complemented by the hypothesis that no internal moment of momentum exists in the electromagnetic field. The balance equation of moment of momentum in the electromagnetic field is

\[
\frac{\partial}{\partial t} \left[ r \times \varepsilon_0 (E \times B) \right] + r \times \varrho f_{EM} + \varrho m = \text{Div}(r \times T) \tag{2.47}
\]

where \( m \) is the torque density exerted by the electromagnetic field to the medium, and \( T \) is the electromagnetic stress tensor

\[
T = \varepsilon_0 \left( E \odot E - \frac{E^2}{2} \delta \right) + \frac{1}{\mu_0} \left( B \odot B - \frac{B^2}{2} \delta \right) + (MB)\delta - M \odot B + (E + v \times B) \odot P.
\] (2.48)

The meaning of \( f_{EM} \) has already been given in (2.40). To calculate the specific torque density we have to multiply vectorially both sides of (2.39) by the position vector from the left and to subtract it from (2.47). Thus we obtain the equation

\[
\varrho m = \text{Div}(r \times T) - r \times \text{Div}T = 2w(T) \tag{2.49}
\]

from what, by using the expression (2.48),

\[
\varrho m = M \times B + P \times (E + v \times B) \tag{2.50}
\]

is given. This form of torque corresponds to the popular notion on electric and magnetic dipole and confirms, at the same time, our presumptions [102].

In addition we mention that considerable torque does not generally belong to the gravitational and inertial forces; therefore, the specific torque is mostly of electromagnetic origin. This justifies the notation \( m \) used in equations (2.47) to (2.50) without any distinction.
Without knowledge of a specific force, Cauchy’s equation of motion (2.15) in itself is as unproductive in continuum mechanics as Newton’s second law is in point mechanics. To describe the motion, i.e. to solve the equations, the quantities that describe the interactions must be known. In a continuum, these are the stress tensor $\mathbf{t}$ and the body force $\mathbf{f}$. To manage such a problem, one has to know on what and how the stress tensor $\mathbf{t}$ and the body force $\mathbf{f}$ depend.

The body force $\mathbf{f}$ can easily be given (in the preceding chapter rather general relationships were presented to determine it). The situation is rather different with the stress tensor $\mathbf{t}$. This comes from the fact that Cauchy’s stress tensor describes the interactions of the neighboring parts of the medium; it has many aspects according to the complexity of the molecular interactions.

The conditions determining the stress tensor $\mathbf{t}$ and the way of dependence is not generally given; one has to rely on modeling. There are several ways for making models. Since our main purpose is to survey modeling based on the methods of irreversible thermodynamics, other widely used methods will only briefly be discussed in this chapter. As a complete survey of methods is beyond the scope of this book, only the methods of rheology are outlined and the most significant results of modern non-linear continuum mechanics are presented.

### 3.1. Classical body models.

The simplest models from both the theoretical and simplest practical point of view are known from classical mechanics. Considering the classical branches of continuum mechanics as a pattern, a model in an exact theory is constructed in a quantitative form. The variables that the stress depends on are given and also the manner of dependence. In some cases the stress can also be regarded as an independent variable and the dependence of deformation on stress (and perhaps on other parameters: temperature, electric or magnetic polarization etc.) is given, as well.

Any idealized medium is called a body. Such a body is realized in the classical idea of rigid body, the perfectly elastic body obeying Hook’s law, the ideal fluid in which the interaction is described by Pascal’s law and the laminar flow of viscous fluid formulated by the Navier-Stokes equations. In the literature of rheology, these bodies are called: Euclid-body, Hooke-body, Pascal-body, Newton-fluid or Navier-Stokes-fluid and sometimes (in the special case of incompressibility) Stokes-fluid [96, 137].

Let us discuss now the classical models by giving the forms of the material equations that are called constitutive equations in modern literature.
3.1.1. Rigid body. The rigid body (Euclid-body) represents the idealized limit behavior of the solid material. During the motion of a rigid body, deformation does not arise so tensor $d$ defined in (1.26) is the unit tensor:

$$d = \delta$$  \hspace{1cm} (3.1)

Since, deformation does not occur in a rigid body, this model will not be discussed.

3.1.2. Hooke-body. The Hooke-body is the material of classical elasticity. A substantial property of this material is that the forces are proportional to the deformation. It is not, of course, a definition of mathematical precision; however, it reflects the essence of the matter. To establish an exact definition several problems should be examined.

The first is that the tensor $d$ or $D$, describing the deformation of the body, depends also on the reference configuration. Nevertheless, the interactions between the different parts of the body may not depend on the choice of reference configuration. The classical theory of elasticity offers the observation that elastic bodies change their shape as a result of load; after unloading they regain their original shape. This means that there exists a favored configuration that the body takes on if no stresses are applied. In finite pieces of a medium, it does not always hold; but if one considers a sufficiently small vicinity of a point, the complications are avoided [42, 57, 75, 96, 121, 144, 154]. If the stress-free configuration is chosen as a reference configuration, Cauchy’s stress is non-zero in any deformed state. Choosing the reference configuration in such a way, the defining constitutive equation of Hooke’s body is given as

$$t = \mathcal{L}(d - \delta).$$  \hspace{1cm} (3.2)

For a Hooke-body, Cauchy’s stress tensor is a homogeneous and linear function of tensor $d - \delta$, which is regarded as the measure of deformation. Choosing another tensor as an independent variable as a measure of deformation would, of course, reach a different body-model which could also be called “Hooke-body”. Difficulties arising from this are not very important in practice, since Hooke’s law — constitutive equation (3.2) — gives a good approximation for real media only if small deformations are concerned, in this case, the usual measures of deformation are essentially the same.

As the homogeneous linear tensor-tensor function (3.2) reflects also the symmetry of the medium, strictly speaking, the family of Hooke-bodies should be mentioned according to the possible symmetry classes. Since we are not going to deal with the mechanical behavior of crystals, we confine ourselves to isotropic media and (3.2) is written in the much simpler form:

$$t = 2\mu(d - \delta) + \lambda \text{tr}(d - \delta)\delta$$  \hspace{1cm} (3.3)

which is the best known form of Hooke’s law [45]. Here $\mu$ and $\lambda$ are the so-called Lame-coefficients, which are generally regarded as constant. However, in real cases, they depend on the temperature of the medium.
3.1.3. Pascal-body. The model in the theory of ideal fluids rests upon the hypothesis that shear stresses do not arise even during motion. Cauchy’s stress is reduced to a spherical tensor and is given by a scalar pressure $p$:

$$t = -p\delta$$  \hspace{1cm} (3.4)

An often used simplifying assumption is that fluid is incompressible and formulates on the basis of (2.6):

$$\text{div} \, \mathbf{v} = 0$$  \hspace{1cm} (3.5)

The behavior of the incompressible Pascal-body is determined by equations (3.4) and (3.5). For compressible Pascal-bodies the (2.6) form of the continuity equation has to be used instead of (3.5); furthermore, to accomplish the model, one has to ascertain on what and how the pressure $p$ depends. A relatively simply case is the model of the so-called barotrop-fluid where the pressure and the density are in a unique relation.

The Pascal-body is an extreme model that undergoes without resistance the deformations not associated with changes of volume. One can say that the Pascal-body is the other extreme compared to the Euclid-body. Deformations are not connected with surface forces.

3.1.4. Newton-body. The flow of numerous ordinary fluids is described by excellent approximation with the help of an ideal fluid model (Pascal-body; see hydrodynamics, ideal fluids [75, 137]); while in other cases, observations show significant deviations. The observed deviations are described in a first approximation by Newton’s law of viscosity, according to which in real fluids shear stresses also arise during flow; these excess stresses, compared to the Pascal-body, are linear functions of the speed of deformation. Mathematically, the constitutive equation of the Newton-body is formulated as

$$t = 2\eta(\text{Grad} \, \mathbf{v})^s + (\eta_v \, \text{div} \, \mathbf{v} - p)\delta$$  \hspace{1cm} (3.6)

where $\eta$ and $\eta_v$ are the shear and volume viscosity respectively, and $p$ the pressure. The determination of the latter is done as in the case of the compressible Pascal-body. Confining the examinations to incompressible fluids, (3.6) takes the simpler form. Substituting the constitutive equation (3.6) into Cauchy’s equation of motion (2.15), the Navier-Stokes equations are obtained which, together with continuity and the relation for the pressure, give the basis of the classical theory of viscous fluids.

The body models surveyed so far are called classical bodies after M. Reiner since classical chapters of mechanics are based upon them. The solution of the differential equations has been well-known in many cases. The unsolved problems, however, belong to the field of applied mathematics, not physics. The theory of classical bodies plays an important role in the practice of engineering. Classical bodies are also applied in many cases when the practice markedly deviates from
them. The main reason for this is the fact that, in the case of the discussed models, the mathematical methods are thoroughly worked out and accessible.

A great many materials are applied in practice, the motion of which can not be described by the preceding simple models. Such materials are, for instance, pastry, polymer melts, steel preheated for forging or bitumen. To meet the needs of practice, rheology makes new models generalizing the classical constitutive equations.

### 3.2. Mechanical models of rheology.

The behavior of the rheological bodies are illustrated by mechanical models. The properties of the Hooke-body are usually illustrated by a spring, the elongation of which is proportional to the force (Figure 3.1). To illustrate a Newton-body, a device similar to the shock absorber of vehicles called a ‘dashpot’ is used. In it, the speed of elongation varies with the force (Figure 3.2). Modeling the materials that show viscous and elastic behavior at the same time, rheology applies different combinations of the Hooke- and Newton-body obtaining a variety of the so-called viscoelastic bodies.

![Figure 3.1](image1.png) Hooke-body

![Figure 3.2](image2.png) Newton-body

3.2.1. Maxwell-body. The mechanical model of the Maxwell-body is obtained by connecting a Hooke-body and a Newton-body in series (Figure 3.3).

![Figure 3.3](image3.png) Maxwell-body

The deformation is split into two parts:

\[ \varepsilon = \varepsilon_1 + \varepsilon_2 \]  

(3.8)

for which

\[ \tau = \eta \dot{\varepsilon}_1 \]  

(3.9)

and

\[ \tau = \mu \varepsilon_2 \]  

(3.10)

The equation of the Maxwell-body is attained to by combining them:

\[ \dot{\varepsilon} = \frac{1}{\eta} \tau + \frac{1}{\mu} \dot{\tau}. \]  

(3.11)

A characteristic feature of a Maxwell-body is that by keeping the deformation at a constant value the stress gradually decreases and the Maxwell-body relaxes. This
is demonstrated from (3.11). Assuming constant deformation, the left hand side of (3.11) is zero and the solution of the homogeneous, first order, linear differential equation reads:

$$\tau = \tau_0 \exp\left(-\frac{\mu}{\eta} t\right),$$

(3.12)

where $\tau_0$ is the initial stress. The $\frac{\eta}{\mu}$ quotient is generally called relaxation time.

In the case of rapidly changing stresses the derivative on the right hand side of (3.11) is very large and the first term is neglected. Integrating the equation and dissolving the integration constant into the measure of deformation, the relation

$$\varepsilon = \frac{1}{\mu} \tau$$

(3.13)

is obtained, which is the equation of a Hooke-body. This means that, against a rapidly increasing load, the Maxwell-body acts elastically.

Quite different properties appear when long and slow loads are present. Now the second term is neglected on the right side in (3.11), returning so to the equation of a Newton-body. Under slow loads the Maxwell-body behaves like a viscous fluid. A lot of real material shows properties like the outlined ones (e.g. plastics); however, the quantitative coincidence with the Maxwell-body is not complete in general. To improve the quantitativity, new models are constructed connecting two or more Maxwell-bodies in parallel. They are usually called generalized Maxwell-body (Figure 3.4). The constitutive equations are obtained by splitting the stress into parts:

$$\tau = \sum_i \tau_i$$

(3.14)

and (3.11) is used to each element:

$$\dot{\varepsilon} = \frac{1}{\eta_i} \tau_i + \frac{1}{\mu_i} \dot{\tau_i} \quad (i = 1, 2, \ldots n)$$

(3.15)
The constitutive equation is attained by combining them.

The calculation is quite easily carried out with operators or supposing the time dependence to be of \( \exp(pt) \), where \( p \) is some complex number. Then the equations (3.15) simplify to algebraic ones, from which unknowns are expressed and substituted into (3.14):

\[
\tau = \sum_i \frac{1}{\eta_i + \frac{p}{\mu_i}} \varepsilon. \tag{3.16}
\]

The equation with operators is similar, then \( p \) is the differential operator.

### 3.2.2. Kelvin-body (Voigt-body)

The model of the Kelvin-body is obtained by connecting a Hooke-body and a Newton-body in parallel (Figure 3.5). The resulting stress is split up to two parts:

\[
\tau = \tau_1 + \tau_2 \tag{3.17}
\]

for which

\[
\tau_1 = \eta \dot{\varepsilon} \tag{3.18}
\]

and

\[
\tau_2 = \mu \varepsilon. \tag{3.19}
\]

Therefore the constitutive equation of the Kelvin-body is:

\[
\tau = \mu \varepsilon + \eta \dot{\varepsilon} \tag{3.20}
\]

The Kelvin-body is a solid which deforms when loaded but after unloading it regains its original form. The deformation of a Kelvin-body follows the load with delay. This is shown when the stress suddenly arises, and remains constant. The solution of the differential equation (3.20) reads:

\[
\varepsilon = \frac{\tau}{\mu} \left[ 1 - \exp\left(\frac{-\mu}{\eta} t\right) \right] \tag{3.21}
\]

The deformation gradually follows the changes of the load. This phenomenon is called relaxation, where the quotient \( \frac{\eta}{\mu} \) is the relaxation time. Similarly as in the case of the Maxwell-body, one can show that the Kelvin-body behaves viscously against rapid loads while in the case of slow deformations has elastic properties. For the sake of better quantitative agreement with materials of technology, new
models are constructed by connecting several Kelvin-bodies in series, which are called generalized Kelvin-body (Figure 3.6).

The constitutive equation is obtained by splitting up the deformation;

\[ \varepsilon = \sum \varepsilon_i, \]  
(3.22)

and applying (3.20) to each element connected in series:

\[ \tau = \mu_i \varepsilon_i + \eta_i \dot{\varepsilon}_i \]  
(3.23)

and combining them. It can also be given in a complex number form:

\[ \varepsilon = \left( \sum \frac{1}{\mu_i + \eta_i \rho} \right) \tau. \]  
(3.24)

Besides the above-discussed generalized Maxwell- and Kelvin-bodies, further mechanical models can be constructed by other combinations of the Hooke- and Newton-bodies. The models attained in this way are not new. Literature [137, 144] is recommended to readers who are interested in the details.

3.2.3. The rheological model of plastic flow. A comprehensive survey of the methods of linear viscoelasticity would require too much space and the alternative methods already have an extensive literature [27, 84, 89, 132, 155]. It is appropriate here to give a short account of the rheological methods describing the bodies deviating from linearity.

An important model of rheology is the ideally plastic body, describing the permanent deformations due to load exceeding the elastic limit.

In the terminology of rheology, the ideally plastic body is called St. Venant-body. On balance, it is not a well-defined body but rather a number of models behaving similarly and differing from each other just in the correlation of the material coefficients appearing during different ways of loading. The St. Venant-body is characterized by the constitutive relationships

\[ \tau = \tau_0 \quad \text{if} \quad \dot{\varepsilon} > 0 \]
\[ \tau = -\tau_0 \quad \text{if} \quad \dot{\varepsilon} < 0 \]
\[ -\tau_0 < \tau < \tau_0 \quad \text{if} \quad \dot{\varepsilon} = 0 \]  
(3.25)

(e.g. in the case of simple shear) (Figure 3.7). The mechanical model of the St. Venant-body is the frictional joint that does not yield up to a critical force but elongates freely if affected by an excess force (Figure 3.8).
Combination of the St. Venant-body with either the Newton-body or the Hooke-body makes possible the introduction of further body models [138]. The visco-plastic, elastoplastic and viscoelastic bodies can be obtained this way, or by more complicated combinations. Because of the non-linear behavior of the St. Venant-body, the hierarchy of these cannot be classified simply like the system of the viscoelastic bodies. The mechanical models of some bodies are illustrated in Figure 3.9. Their behavior is not examined in detail; the mechanical models are self-explanatory.

There are some elastoplastic bodies together with their elongation diagram in Figure 3.10. To calculate using the models, one must take into account that the
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stress is not a single valued function of the deformation, according to the appearance of the plastic flow. So on the diagrams belonging to the figures, the history of the deformation is also denoted.

Figure 3.10
Some elasto-plastic bodies and their behavior
3.2.4. Three dimensional loading of the ideally plastic body. Plastic behavior is typically non-linear and so the discussion of its possible constitutive equations can only be solved more or less by the methods of modern non-linear mechanics, which is to be discussed later. At this point, it is satisfactory to survey the methods of plasticity that can be assumed classical today. All the models start from the hypothesis that the deformation of the plastic materials can be divided up into two parts: an elastic- and a permanent deformation. A further hypothesis is that the tensor describing the speed of permanent deformation can be obtained from the traceless part of the stress tensor (stress deviator) with the help of a scalar multiplier. For ideally plastic bodies, i.e. when there is no elastic deformation, the stress deviator is gained by multiplying the deformation rate with some number:

\[ t_0 = \lambda \dot{\epsilon} \]  

(3.26)

According to the classical theories, the multiplier \( \lambda \) has to be chosen so that the load corresponding to tensor \( t_0 \) would satisfy the yield condition. In calculation, equation (3.26) is to be substituted into the yield condition

\[ f(t_0) = 0 \]  

(3.27)

and hence the equation

\[ f(\lambda \dot{\epsilon}) = 0 \]  

(3.28)

is obtained. From this equation, \( \lambda \) can be determined. This also means that

\[ f(t_0) = 0 \]  

(3.29)

is regarded as the condition of the plastic flow. The form of function in (3.27) may not depend on the choice of the coordinate system, but it can contain the trace of the tensor \( t \) as a parameter, i.e., the scalar pressure.

To describe ideally plastic bodies in a traditional way, two kinds of flow condition are used: the Mises- and the Mohr-condition. Because of its simple analytical form, the Mises-condition is easier for calculating complicated flow patterns:

\[ \text{tr}(t_0^2) = 2k^2. \]  

(3.30)

According to this, the constitutive equation reads:

\[ t_0 = \frac{k \sqrt{2}}{\sqrt{\text{tr}(\dot{\epsilon}_0^2)}} \dot{\epsilon}_0 \]  

(3.31)

This yield condition was proposed by Mises, who emphasized just the simplicity. He also showed that his method gave the same result as the accepted flow conditions, apart from a difference of a few percentage points. Later, Hencky arrived at the same condition starting from a hypothesis that the medium can store elastic energy only up to a limited value [137].

According to the Tresca-condition, a special case of Mohr’s, plastic flow arises if the shear stress reaches a critical value on any surface in the medium. This
condition is clearly illustrated on the Mohr-diagram. On the Mohr-diagram, the shear stress is on the vertical axis, so the meaning of the Tresca-condition is that the horizontal line is the tangent of the circle with the largest radius (Figure 3.11).

It is seen from the figure that the Tresca-condition means that the difference between the largest and smallest eigenvalues of the stress tensor is twice as much as the value of the critical stress. To formulate this condition for analytical calculations is rather difficult.

The Tresca condition was generalized by Mohr. According to the Mohr-condition the critical shear stress can depend on the normal stress arising on the given surface. This means that the Mohr circle touches some other curve and not a horizontal line. This curve in practice is mostly a slightly sloping line or an elongated ellipse (Figure 3.12), the shape of which is induced solely by practical applicability.

3.2.5. Further non-linearities. The above-discussed bodies apply very well in most of the practical cases, especially if the deformations are small. There are, however, large deformations where neither the linear constitutive equations nor the models of plasticity work well. A typical example of this is the deformation of the vulcanized rubber.

Vulcanized rubber regains its original shape after having unloaded. For slow deformations, we have a good approximation (in equilibrium, an exact one) if stating that the stress depends only on the deformation:

\[ t = t(d) \]  

(3.32)
In isotropic medium, this function has the form

\[
t(d) = f_0 \delta + f_1 d + f_2 d^2
\]  
(3.33)

where \( f_1, f_2, f_3 \) are functions depending on the invariants of tensor \( d \). In the particular case of the rubber elasticity, equation (3.33) becomes

\[
t_0 = G \left[ d^2 - \frac{1}{3} (\text{tr} d^2) \delta \right]
\]  
(3.34)

where \( G \) is the shear modulus. The forms of the functions in (3.33) are

\[
f_0 = -\frac{1}{3} (I_2^2 - 2I_2), \quad f_1 = 0, \quad f_2 = G
\]  
(3.35)

where \( I_1 \) and \( I_2 \) are the usual invariants of the tensor \( d \) which are given with the eigenvalues in the form

\[
I_1 = d_1 + d_2 + d_3, \quad I_2 = d_1 d_2 + d_2 d_3 + d_3 d_1
\]

Supposing the existence of an elastic energy, the elastic potential is introduced as

\[
\psi = \psi(I_1, I_2, I_3)
\]  
(3.36)

from which the (3.33) form of the stress is derived by differentiating with respect to the components of the tensor \( d \):

\[
d\psi = (d^{-1} t) : dd
\]  
(3.37)

The materials which have elastic potential are usually called hyperelastic bodies [42, 96].

Non-linear behavior is observed quite often in fluids as well. The qualitative form of the relation between force and motion was found by Oswald in 1926. The relation between shear rate and shear stress is shown in Figure 3.13. It is called Oswald-curve [129, 130].

![Oswald’s curve](image)
The survey of basic methods of rheology is closed by mentioning the phenomenon of tixotropy. The non-linearity, described by the Oswald curve, can also be assumed as a decrease in the viscosity of the fluid caused by shear. Considering the molecular structure, the phenomenon is interpreted by supposing that the equilibrium structure of the fluid disintegrates during flow.

This consideration does not explain the fact that most of the measurements result in a decrease of viscosity and an increase is rare. According to the explanation based on the change of the structure, this kind of phenomenon is usually called structural viscosity.

There are several media in practice in which the structural changes follow the motion but slowly. The viscosity decreases with some delay. This latter phenomenon is called tixotropy. Since, in most of the experiments, the viscosity decreases, the term tixotropy is reserved for materials decreasing viscosity. The behavior of the materials increasing viscosity during motion is often called reopexy. Sometimes it is called dilatancy, too. There is no common terminology for the above field [137]. This deficiency is explained by the fact that an increase of viscosity caused by motion is rare, it is observed in some colloids of complicated structure, e.g. in some clay-water suspension and in some paints.

3.3. On the methods of modern continuum mechanics.

In the last decades significant results were achieved in the non-linear mechanical theory of continua. It was motivated, above all, by the claims of practice and technology. On the one hand, engineers created the framework of the new methods; on the other hand, mathematicians also took part in it. They could manage to formulate and solve the non-linear mathematical problems put forward by non-linear processes, and did not shrink back even from applying the most abstract chapters of modern mathematics.

The modern non-linear continuum mechanics describes the motions of continua in quite a different way than rheology does. It rejects creating models as a general method and approaches the solution of the problem from physics and even from philosophy in an abstract way. The deductive procedure applies extended mathematics and uses, almost exclusively, the methods of classical physics. This theory successively goes forward from general towards particular and therefore the fidelity of the theorems and conclusions can easily be confined. Having listed the basic principles, the main features will be shown in section 3.4., on the example of “incompressible, simple fluid”.

Nevertheless, the circumstances determining the stress play a central role, and the basic principles are formulated in general terms. The reason for the great generality is that the basic principles — on which the whole method is based — hold not only for mechanical interactions, but also for the largest range of phenomena.

In the spirit of this, the definition of the constitutive equation is the following: The constitutive equation is the mathematical formulation of the essential relationship between the basic quantities determining the physical process and depending on the properties of the medium. The constitutive equations — which are often called material equations — give the models with mathematical accuracy for the examined media. This is the reason for the name. Obviously, the equations defining rheological models are particular constitutive equations.
Using the general method, one does not start with the detailed definition of a model but tries to postpone as much specification as possible. Some of them are needed, of course, right at the beginning since the aim is the mechanical description — and remaining on the level of philosophical generality is rather fruitless. Therefore the definition of a constitutive equation is reformulated.

The constitutive equation in continuum mechanics is the mathematical form of how Cauchy’s stress tensor depends on the motion. In its simplest form all non-mechanical effects are ignored. This means that the constitutive equation of the medium brings the motion into relation with the stress tensor, i.e. the constitutive equation is the relation between the motion, \((1.4)\), and the stress:

\[ x(X, t) \mapsto t(x, t). \quad (3.38) \]

We mention that the relation \((3.38)\) refers to the mechanism of the interactions in the medium. Its role in the description of motion is just to get a relationship, by substituting it into Cauchy’s equation of motion, which is satisfied by the function of motion, and from which the particular form of the function of motion (i.e. the details of the motion) can be determined. At this point the question arises: how can the mapping \((3.38)\) be formulated mathematically? The possible mathematical forms are restricted by the following principles:

a. The principle of determinism states that the structure of the stress field at a given moment of time is determined by the section of the function of motion that belong to \(t \leq t_0\). This means that the medium can have memory but it is not gifted with prophecy; i.e., the stress can depend on the history of the motion, even in a complicated way, but it does not depend on the motion in the future.

b. The principle of the local action states that to determine the stress at a given point \(X_0\) it is sufficient to know the function of motion in any small neighborhood of the point.

The principles of determinism and local action are guides in determining the stress tensor in a given point and in a given moment. It is sufficient to know the history of the function of motion in an arbitrary small vicinity of this point. The question immediately arises: how accurately must the history of deformation be known? The arbitrarily small vicinity suggests that a partial sum of the Taylor-series belonging to a given point of the function of motion provides a satisfactory level of accuracy. This, of course, can not be stated in general since the errors of the partial sums of the Taylor-series can be made arbitrarily small only by decreasing the vicinity; and by decreasing the vicinity, the satisfactory accuracy increases. So one single partial sum can not be suitable for every media but one of the partial sums provides satisfactory accuracy for any medium. This fact makes possible the classification of the media from which only the first category is defined according to the present state of practical claims:

A medium is called simple, when the linear partial sum of the Taylor-series determines the stress. This means that in the case of a simple medium it is sufficient to know the history of the deformation gradient tensor:

\[ t(X, t) = \sum_{s=0}^{\infty} \{x(X, t - s)\}, \quad (3.39) \]
where \( T \) is a functional which relates a second order tensor to a tensor valued \( s \)-dependent function.

Further restrictions are imposed upon the form of the functional by

c. **The principle of homogeneity of time.** It states that the form of the functional does not change by shifting time:

\[
t(X, t + \tau) = \sum_{s=0}^{\infty} \left\{ x(X, t + \tau - s) \right\}.
\]

\[\text{(3.40)}\]

d. **The principle of objectivity** states that the form of constitutive equations is independent of the frame of reference; i.e., the behavior of the medium is objective and does not depend on the subjective elements of the description. The consequent application of the principle of objectivity contributed significantly to the success of the modern continuum mechanics, so it is worth formulating it in detail.

Let us regard a medium, the mechanical behavior of which is described by a formula like (3.39), and beside the chosen reference frame, let us respect another reference frame, as it has been done in (2.6). The new frame is attained by the transformation:

\[x^* = Q(t)[x - a(t)]\]

The principle of objectivity states that to determine the stress, any of the frames is suitable; so it is also a possible procedure converting the deformation gradient to the frame nominated by the asterisk and then calculating the form of the stress tensor in this system according to (3.39) and at last turning back to the original frame. The result obtained in this way has to equal the one obtained without changing the frame. Since

\[dx^* = Q(t)dx\]

and

\[dx = xdx, \quad dx^* = x^*dx\]

so

\[x^* = Q(t)x\]

Applying this to a simple material, the statement can be formulated:

\[t(X, t) = \sum_{s=0}^{\infty} \left\{ x(X, t - s) \right\} = Q^T(t) \sum_{s=0}^{\infty} \left\{ Q(t - s)x(X, t - s) \right\} Q(t),\]

\[\text{(3.41)}\]

where \( Q(t) \) can arbitrarily depend on time.

Nevertheless, the principle of objectivity can be generally applied; naturally the mathematics is more complicated for cases other than simple media.

e. According to **the principle of material invariance** the elements of the isotropy group describing the material symmetry leave the constitutive equation invariant.

This means that transforming the medium, at first, from an \( X \) reference configuration to an \( X^* \) reference configuration, which is equivalent to the previous one i.e. the transformation

\[X^* = X^*(X)\]

\[\text{(3.42)}\]

corresponds to the symmetry of the medium. Then the same stress state belongs to the motion

\[x = x(X, t)\]

\[\text{(3.43)}\]
and to the motion
\[ x = x[x^*(X), t] \] (3.44)
in any moment and in any point. In a simple material, the relation
\[ dx = x^*dX^* = x^*A dX \] (3.45)
involves the equality
\[ \sum_{s=0}^{\infty} \{ x^*(X, t - s) \} = \sum_{s=0}^{\infty} \{ x(X, t - s)A(X) \} \] (3.46)
where the meaning of the tensor \( A \) is given by
\[ dX^* = A dX. \]

The determinant of the tensor \( A \) describing symmetry is one or minus one. Otherwise the volume of the material would change with symmetry operation according to (1.8), which is impossible since the inverse of the symmetry operation and every power of it is also a symmetry operation. Consequently, if the volume of the medium decreased during the operation \( A \) or \( A^{-1} \), after repeating the operation several times, the volume could decrease endlessly, which contradicts the indestructibility of the matter. This means that the group of symmetry operations is a subgroup of the unimodular group.

According to this, media can be classified. The media whose symmetry is described by the complete unimodular group are called isotropic fluids. If the symmetry group of the medium in some configuration is identical with the orthogonal group, it is called isotropic solid; and if it is identical with some subgroup of the orthogonal group, it is called crystalline material. The mentioned categories do not utilize all the mathematical possibilities; namely, it is imaginable that the unimodular group also has a real subgroup which is not similar to any part of the orthogonal group. The materials of such symmetry are usually called subfluids, e.g., the liquid crystals. In this chapter only fluids are to be discussed [27, 54, 56, 100, 120, 152, 153, 162].

In the handbooks of modern continuum mechanics, further principles are formulated, as well. They are listed below, although they are not used in this book:

f. The principle of coordinate invariance states that the results of calculations can not depend on the coordinate system.

g. The principle of dimensional invariance states that the form of the constitutive equations can not depend on the choice of the units of measure.

h. According to the principle of compatibility, the constitutive equation can not contradict any fundamental physical law.

i. According to the principle of mathematical completeness, a constitutive equation together with the fundamental physical laws have to display a uniquely soluble mathematical problem.

j. The principle of equipresence states that if an independent variable appears in one of the constitutive equations it can appear in every constitutive equation.

k. According to the principle of unification, different constitutive variables that characterize particular materials should be present in a constitutive equation for all the above materials. This principle states the possibility of generalization.
3.4. The theory of the simple shear flow.

Let us examine a simple fluid which is in mechanical interaction with its environment. Let the examined motion be simple shear flow:

\[
\frac{dx_1}{dt} = \kappa x_2, \quad \frac{dx_2}{dt} = \frac{dx_3}{dt} = 0. \tag{3.47}
\]

Since it is a fluid and its volume does not change, the configuration at any moment can be chosen as a reference configuration. Let us choose a \( t_0 \) moment, when the stress is to be determined and the configuration for reference. In doing so one has to determine the time dependent coordinates of the individual particles. The equations (3.47) can easily be solved:

\[
x_1 = \kappa C_2 t + C_1, \quad x_2 = C_2, \quad x_3 = C_3. \tag{3.48}
\]

Since in the moment \( t_0 \) \( x_i = X_i \) (i=1, 2, 3), the constants \( C_i \) can be determined and so (3.48) takes the clearer form:

\[
x_1 = \kappa X_2 (t - t_0) + X_1, \quad x_2 = X_2, \quad x_3 = X_3. \tag{3.49}
\]

According to this, the matrix form of the deformation gradient is:

\[
x = \begin{bmatrix} 1 & \kappa(t - t_0) & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{3.50}
\]

A useful notation will be:

\[
x = \delta + \kappa(t - t_0)M \tag{3.51}
\]

where

\[
M = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \tag{3.52}
\]

To determine Cauchy’s stress, equation (3.51) is substituted into (3.41), so

\[
t_0(X, t_0) = \lim_{s \to 0} \left\{ x(X, t_0 - s) \right\} = \lim_{s \to 0} \left\{ \delta - s\kappa M \right\} \tag{3.53}
\]

is obtained. Since there is no volume change, the motion determines the stress leaving a scalar pressure free, which can be determined when integrating the equations. Therefore the traceless part of the stress tensor appears on the left hand side of (3.53).

Since the form of the function, which is the independent variable of the functional, depends solely on tensor \( \kappa M \), the functional reduces to a symmetrical, tensor valued function depending on a tensor variable:

\[
t_0(X, t_0) = T(\kappa M) \tag{3.54}
\]
According to the principle of objectivity

\[ T(\kappa M) = Q^T T(\kappa QMQ^T)Q \]  

(3.55)

has to hold for any \( Q \) orthogonal tensor. It should be mentioned that \( QMQ^T \) appears as the variable of \( T \) instead of \( QM \), since the reference configuration is also changed simultaneously when applying the \( Q \) transformation. According to the principles of objectivity and material invariance, equation (3.53) transforms to:

\[ \inf_{s=0}^{\infty} \{ \delta - s\kappa M \} = Q^T(t_0) \inf_{s=0}^{\infty} \{ Q(t_0 - s)(\delta - s\kappa M)A \}Q(t_0) \]  

(3.56)

where, choosing \( A = Q^T \), \( \delta - s\kappa QMQ^T \) becomes the argument of the functional \( T \). The relation (3.55) means that any \( Q \) tensor for which the equality

\[ QMQ^T = M \]  

(3.57)

holds, leaves also the stress tensor invariant. Since the only non-trivial solution of (3.57) is the tensor

\[ Q = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \]  

(3.58)

the equations

\[ T_{13} = T_{23} = 0 \]  

(3.59)

are obtained from the invariance of \( T \). This means that the function \( T(\kappa M) \) has to take the form

\[ T(\kappa M) = \begin{bmatrix} T_{11}(\kappa) & T_{12}(\kappa) & 0 \\ T_{12}(\kappa) & T_{22}(\kappa) & 0 \\ 0 & 0 & -T_{11}(\kappa) - T_{22}(\kappa) \end{bmatrix} \]  

(3.60)

Using the orthogonal tensors

\[ Q_1 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad Q_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

in equation (3.55), the relations

\[ T_{11}(\kappa) = T_{11}(-\kappa), \quad T_{22}(\kappa) = T_{22}(-\kappa), \quad -T_{12}(\kappa) = T_{12}(-\kappa) \]  

(3.61)

are obtained.

To get the expressions used in the literature, we introduce the notations:

\[ \sigma_1(\kappa) = 2T_{11}(\kappa) + T_{22}(\kappa), \]

\[ \sigma_2(\kappa) = 2T_{22}(\kappa) + T_{11}(\kappa), \]

\[ \tau(\kappa) = T_{12}(\kappa). \]  

(3.62)
Their meaning can easily be expressed by the components of the stress tensor, since according to equations (3.62) and (3.54)

\[
\begin{pmatrix}
-\rho + \frac{2\sigma_1 - \sigma_2}{3} & \tau & 0 \\
\tau & -\rho + \frac{2\sigma_2 - \sigma_1}{3} & 0 \\
0 & 0 & -\rho - \frac{\sigma_1 + \sigma_2}{3}
\end{pmatrix}
\]

(3.63)

from which

\[
\sigma_1 = t_{11} - t_{33}, \quad \sigma_2 = t_{22} - t_{33}, \quad \tau = t_{12}
\]

(3.64)

are gained, where \( t_{ij} \) are the components of the stress. The above relation makes it reasonable to call \( \sigma_1 \) and \( \sigma_2 \) normal-stress differences. The \( \sigma_1(\kappa), \sigma_2(\kappa) \) and \( \tau(\kappa) \) functions are the so-called viscometric functions. It can be shown from (3.61) that the shear stress is an odd function, while the normal stresses are even functions of the shear rate \( \kappa \).

A demonstrative result of the general theory presented is that the viscometric functions correlate with the Ostwald-curves, given in subsection 3.2.5. (the shear stress depends on the shear rate) and gives also a qualitative account on the so-called normal-stress effects. Unfortunately, the actual form of the viscometric functions can not be derived from the general theory.

3.5. Viscometric flows.

The viscometric functions presented above can be applied not only to simple shear flow, but also to every case when the relative deformation gradient takes the form:

\[
x = Q(t)\delta - \kappa(t - t_0)M
\]

(3.65)

where \( Q \) is an arbitrary orthogonal tensor, and \( M \) is the dyadic product of two mutually perpendicular unit vectors. This is a direct consequence of (3.56). The flows of this kind are called viscometric since they occur in the most familiar viscometers. A detailed discussion of viscometric flows is given in [26].

3.6. Closing remarks.

In this chapter modern information on the relationship between deformation and stress, based upon macroscopic considerations, has been briefly summarized. The methods listed can be classified into two groups. The first group contains the methods of rheology which today are assumed to be classical; the other one includes methods of modern non-linear mechanics, built upon general considerations and applications of functionals.

Both methods have deficiencies as far as the practical application is concerned. The bodies of rheology are complete from the viewpoint of the description of mechanical motion, i.e. accepting the validity of a given body any problem can be solved by mathematical methods. The system of bodies is, however, not complete; moreover, there is no exact criterion according to which a proper model to describe
a given material can be chosen; i.e., the choice of the model depends on the intuition of the researcher. Nor have we any method at our disposal to denote a way of further generalizations leading to better models.

Modern methods based upon functionals have made viscometric flows completely known for simple fluids, and the practical utilization requires only the tabulation of the viscometric functions for particular materials one by one, similar to the tables of viscosity for Newtonian fluids. It should be mentioned, however, that the flow in tubes is not strictly viscometric, since the required conditions are not realized at the entrance and the end sections. The condition of a stationary state is also problematic. Until the stabilization of stationary flow, the flow is not viscometric.

At this point a serious problem arises. The latter theory can hardly state anything about non-viscometric flows, even about whether a stationary state exists or not some time after the start of a flow. This problem is eased by the principle of fading memory which states that the effect of an action on a fluid is the weaker the earlier it happens. According to this the occurrence of the stationary state is forecasted, but nothing general is stated on the time when it happens. So in a tube with a circular cross-section, for example, even a rough estimation can hardly be given for the length of its entrance and end section. Further on, all the considerations have been restricted to the simple fluid, the behavior of which does not depend on gravitational fields nor on inertial forces. This means that the theory of the simple fluid is an elegant way of neglecting these latter effects.

All these deficiencies urge us to look for further methods. One is based upon Onsager’s theory of irreversible thermodynamics. The above-mentioned deficiencies are eliminated, and the complete hierarchy of the bodies is given by the sequence of constitutive equations derived by the methods of irreversible thermodynamics. Placing blame on the thermodynamic theory for being linear is rather misleading, since the linearity in the sense of Onsager’s theory much exceeds the linearity in the sense of rheology. Therefore the characteristic features of the experimentally observed non-linearities can properly be accounted for by Onsager’s linear thermodynamics. It is rather a new theory, so the question of quantitative agreement can be discussed, above all, by comparing it to the former theories.

Before dealing with deformations by thermodynamic methods, the basic principles of Onsager’s non-equilibrium thermodynamics are summarized in the following chapter.
CHAPTER IV

NON-EQUILIBRIUM THERMODYNAMICS

4.1. On the first and second law of thermodynamics.

The first law of thermodynamics postulates the conservation of the energy of macroscopic systems. Energy can neither be produced, nor can be destroyed; consequently, the energy increase of a physical object during any real process is exactly equal to the energy influx into the object. For a system that is closed with respect to chemical component transport this law reads

\[ \Delta U = Q + W. \]  \hspace{1cm} (4.1)

Here \( \Delta U \) is the energy increase in the system, \( Q \) is the amount of heat being flown into the system and \( W \) is the work done on the system. The sign of \( W \) is taken negative if the system performs the work, \( Q \) is negative when the heat flows out of the system, so \( \Delta U \) is negative if the energy of the system has decreased. The meaning of the first law of thermodynamics is clear in its traditional form, and misunderstandings seldom arise from alternative interpretations.

In thermodynamics, the concept of entropy is usually introduced through the theorem on the impossibility of the (so-called) perpetuum mobile of the second kind. The introduction of entropy is necessary to get a general formulation for the amount of work a system is able to perform which is determined by the properties of both the system and its environment, collectively.

Let us consider the formula, well known from thermostatics [93].

\[ W = U - U_0 + T_0(S_0 - S) - W^e \]  \hspace{1cm} (4.2)

where \( U \) is the internal energy and \( S \) is the entropy of the system, while \( T_0 \) is the absolute temperature of the environment. The symbols \( U_0 \) and \( S_0 \) denote the internal energy and entropy of the system, respectively, after the equilibrium with the environment is reached, while \( W^e \) stands for the minimum work done on the environment. If, during the process, the only work done on the surrounding is the work of expansion, then

\[ W^e = p_0(V_0 - V). \]  \hspace{1cm} (4.3)

Naturally, \( W^e \) may contain further terms, too.

The formula (4.2) has been known for a long time; it provided the basis to the introduction of the exergy, which quantity served for the easier description of the available work [10].
Defining the non-equilibrium entropy, we make use of the fact that each quantity in (4.2) is well defined, even for non-equilibrium systems. Thus entropy is defined, by a plausible extension of equation (4.2), as

\[ S = S_0 + \frac{1}{T}(U - U_0 - W - W^e). \]  

(4.4)

This definition is based on the following hypotheses:

i. The environment is a sufficiently large, but finite, thermostatic system; its changes of state do not alter considerably the state of systems in equilibrium with it.

ii. From the system in a given environment only a finite amount of work is available, the least upper bound is \( W \).

iii. The final state of the system in the given environment is uniquely determined.

iii. Any process occurring without external motivation involves the ability of performing work.

These hypotheses are supported by the empirical background of thermodynamics. The entropy defined by (4.4) suffices the requirements of non-equilibrium thermodynamics, viz. entropy is a totally additive set function of state which, in an adiabatically closed system, can only increase.

The entropy, defined so, does not depend on the nature of the environment; that is, the entropy is a state function, even out of equilibrium.

4.1.1. The state variables. Let us consider the motion of a medium with a macroscopically uniform chemical composition that is homogeneous in space and constant in time. According to experience, the equilibrium properties of such a medium are functions only of temperature deformation and the electromagnetic field intensities (if the presence of these fields is also assumed). So the local equilibrium state of the medium is uniquely determined by the tensor \( d \), describing the deformation, the temperature \( T \), the electric field \( E \), and magnetic induction \( B \). Using the terms of classical thermodynamics, the listed quantities are the state variables. Any other property of the medium can be given as a function of these variables. Of course, the form of these functions depends on what the particular medium is. Equilibrium thermodynamics deals with the possible form of these functions. In the following, we shall regard these functions as known and put our attention on processes.

In equilibrium, the state variables do not depend on time and their spatial distribution is determined by the environment. There are cases, however, even out of equilibrium when the specific entropy and other properties of the system can still be given in the space of the equilibrium state variables. For such media — more exactly — for such processes the potential functions of equilibrium thermodynamics are also applicable (with proper restrictions, of course). In this situation the processes are caused by the interaction of spatially different parts of the system. So, if the interaction of a sufficiently small part of the medium and its environment is prevented somehow, then, after the interaction has ceased, the properties of this separated part will be constant. Systems that can be described in the space of the equilibrium state variables in non-equilibrium states, as well, are referred to
as systems in local equilibrium. It means that the systems in local equilibrium can be characterized locally by the same variables in non-equilibrium as in equilibrium; that is to say, equilibrium and non-equilibrium states differ only in the spatial distribution of the variables.

In most of the practically important cases, the media are out of local equilibrium; i.e., not even the local properties can be given with the help of the equilibrium state variables only. Thus the space of the non-equilibrium states has more dimensions then the space of the equilibrium states has. The description of the non-equilibrium state requires further variables, which are referred to as dynamic degrees of freedom or dynamic variables. The dynamic degrees of freedom serve the phenomenological description of dissipative structures developing in the course of the motion.

4.2. Balance equations.

Balance equations play an important role in all field theories; they are fundamental, especially in the non-equilibrium thermodynamics of continua. Laws of conservation (of mass, charge etc.) are formulated in balance equations. However, balance equations of non-conservative quantities are defined as well. Since the balance equations of different extensive quantities show considerable similarity, we give their general form first.

4.2.1. The general form of balance equations. Let us consider an extensive quantity $A$ of arbitrary tensorial order. For the sake of convenience, we use a cartesian frame and in the case of a quantity $A$ of non-zero tensorial order, its components to be examined one by one. In field theories, it is essential that the extensive quantities be totally continuous, differentiable set functions; viz., for any extensive quantity $A$ there exists a density $\varrho_A$ so that for any volume $V$

$$A = \frac{1}{V} \int V \varrho_A dV. \quad (4.5)$$

For the sake of further considerations, it is useful to introduce the specific quantities:

$$a = \frac{\varrho_A}{\varrho} \quad (4.6)$$

the quantity of $A$ per unit mass. Making use of this, equation (4.5) reads

$$A = \frac{1}{V} \int V a \varrho dV \quad (4.7)$$

The change rate of the quantity $A$ in a volume $V$ is

$$\dot{A} = \frac{d}{dt} \int V a \varrho dV \quad (4.8)$$

even for a moving volume $V$. Specifically, if the volume is moving together with the medium, then — due to the conservation of mass — equation (4.8) reads

$$\dot{A} = \frac{1}{V} \int V \varrho \frac{da}{dt} dV. \quad (4.9)$$
The substantial time derivative $\frac{da}{dt}$ is the total time derivative of the specific quantity $a$ taken in a point moving together with the medium.

The cause of the changing of the quantity $A$ can be twofold: one is the transport through the boundary; the other is the production within the volume $V$. To describe these, two further quantities are introduced. The first is the current density $J_A$, describing the transport of $A$. By its help the quantity $d_n A$ — that is the amount of $A$ flown, during the time $dt$, through the surface element $dA$, which moves together with the medium — can be given as

$$d_n A = J_A dA dt. \quad (4.10)$$

The tensorial order of the current density $J_A$ is naturally higher by one then the order of the quantity $A$, as seen from the expression $(4.10)$.

The other quantity to be introduced is the source density $\sigma_A$. By its help the production $d_i A$ of $A$ in the volume $dV$ during the time $dt$ can be written as

$$d_i A = \sigma_A dV dt \quad (4.11)$$

In terms of the quantities introduced above, the rate of change of the quantity $A$ can be expressed as

$$\dot{A} = \int_V \rho \frac{da}{dt} dV = -\oint J_A dA + \int \sigma_A dV. \quad (4.12)$$

In this formula volume $V$ is moving together with the medium. Since this expression is valid to any co-moving volume, after applying Gauss’ theorem, the differential equation

$$\rho \frac{da}{dt} + \text{div } J_A = \sigma_A \quad (4.13)$$

is obtained, which is called the substantial balance equation for the quantity $A$.

Using the identity

$$\rho \frac{da}{dt} = \rho \frac{\partial a}{\partial t} + \rho (v \text{ grad}) a = \frac{\partial a}{\partial t} + a \frac{\partial \rho}{\partial t} + a \text{ div } (\rho v) + \rho (v \text{ grad}) a = \frac{\partial a}{\partial t} + \text{ div } (\rho a v),$$

the corresponding local balance equation is derived:

$$\frac{\partial \rho A}{\partial t} + \text{div } (J_A + \rho a v) = \sigma_A. \quad (4.14)$$

Balance equations have occurred already in the previous chapters, but more conventional notations were followed. The comparison requires a few transformations.
4.2. BALANCE EQUATIONS.

4.2.2. The balance of mass. If the extensive quantity $A$ is the mass, then the mass balances are obtained from the general forms by substituting

$$A = m, \quad \rho_A = \rho, \quad a = 1.$$ 

Comparing the local mass balance

$$\frac{\partial \rho}{\partial t} + \text{div}(J_m + \rho \mathbf{v}) = \sigma_m$$

— obtained so — to equation (2.6), it is seen that

$$\sigma_m = 0 \quad \text{and} \quad J_m = 0.$$  \hspace{1cm} (4.16)

The vanishing of the source density expresses the conservation of the mass, while the vanishing of the substantial mass current density expresses that the mass is not shifted relative to itself.

4.2.3. The balance of momentum and moment of momentum.

Cauchy’s equation of motion for continua is the substantial balance equation of momentum. The current density of momentum is Cauchy’s stress tensor multiplied by $(-1)$ and the source density of momentum is the force per unit volume, $\rho \mathbf{f}$.

We mention that though the momentum is conserved in an inertial system, its source density is not necessarily zero. The cause of this is that body forces (i.e. fields) also transport momentum; thus, the source density has its “credits” in the field. The situation is essentially different in an accelerating frame. Then the force density contains the inertial forces, too, which describe production of momentum without external “credit”.

The balance equation for the moment of momentum is equation (2.44). Thence, its current and source density are

$$J_i = -r \times t - \Pi$$  \hspace{1cm} (4.17)

and

$$\bar{\sigma}_i = r \times \rho \mathbf{f} + \rho \mathbf{m}.$$  \hspace{1cm} (4.18)

respectively. The balance of the internal moment of momentum is equation (2.49), whence

$$J_{ii} = -\Pi, \quad \bar{\sigma}_{ii} = \rho \mathbf{m} + 2\mathbf{W}(t).$$  \hspace{1cm} (4.19)

4.2.4. The balance of kinetic energy. The balance of the kinetic energy derives from Cauchy’s equation of motion by multiplying its sides (scalar product) with the velocity. After a rearrangement it reads

$$\rho \frac{d}{dt} \left( \frac{v^2}{2} \right) + \text{div}(-\mathbf{v} t) = \rho \mathbf{f} \mathbf{v} - t : \text{Grad} \mathbf{v},$$

where $t : \text{Grad} \mathbf{v} = \text{tr}(t^T \text{Grad} \mathbf{v})$.  \hspace{1cm} (4.20)
4.2.5. The balance of the internal energy. The balance of the internal energy is approached through the law of energy conservation. Let \( \varepsilon \) denote the specific total energy of the continuum. In \( \varepsilon \) all kinds of energy — being present at a locus — are included, except the energy of the fields of the body forces. The latter one covers all energy types that are usually referred to as potential energy.

The energy increase in a volume moving together with the medium is due to two causes: First, the energy flows in through the boundary from the surrounding medium; second, the fields supply energy. The influent energy is usually divided into two parts: the first of which is the mechanical work, while the second is the heat flow. The energy supply of the field is usually also split into the work and the heating effect of the field. The latter one does not occur in gravitational, but in electromagnetic fields. Finally, the work by a field can also be regarded of two types: viz. the translational work of the body force and the work of the torque.

Thus the conservation of energy is formulated as

\[
\frac{d}{dt} \int \rho \varepsilon \, dV = - \oint J_q \, dA + \oint \mathbf{v} t \, dA + \oint \varpi_0 \Pi \, dA + \int \rho \mathbf{f} \mathbf{v} \, dV + \int \rho \mathbf{m} \varpi_0 \, dV + \int \sigma_{uEM} \, dV. \tag{4.21}
\]

The left hand side is the rate of energy increase of the examined part of the medium. The integrals on the right hand side have the following meaning: The first is the heat flux from the surrounding; the second is the power of the forces acting on the surface; the third is the power of the couple stress on the boundary; the fourth and the fifth are the powers of the body force and torque; and the last term is the heat supply from the (electromagnetic) field.

In the formula (4.21) the symbol \( \varpi_0 \) stands for the angular velocity. Its interpretation, however, can be ambiguous in particular models. The definition of the angular velocity, given by equation (1.47), depends on the choice of the reference configuration, while \( \varpi_0 \) is, due to the nature of the energy balance, independent of that. In many cases it is expedient to regard the angular velocity with respect to the present configuration as \( \varpi_0 \), i.e. \( \varpi_0 = \frac{1}{\rho} \text{rot} \mathbf{v} \), which is also consistent to equation (1.50). In other cases the interpretation may be different.

Further details are omitted here, as we wish to call attention only to the fact that — in spite of its considerable generality — the expression (4.21) cannot be regarded as universal. On the one hand, the interpretation of the quantities figuring therein may raise problems; on the other hand, the splitting of the energy present at a locus into parts corresponding to material and field may also cause confusion, as it is not entirely free of arbitrariness. Despite all these, equation (4.21) can be regarded valid — without reservation — to the models occurring in the practice of continuum mechanics and thermodynamics.

Applying Gauss’ theorem to (4.21) and changing over to the differential form, the balance of the total energy is obtained:

\[
\rho \frac{d\varepsilon}{dt} + \text{div}(\mathbf{J}_q - \mathbf{v} t - \varpi_0 \Pi) = \rho \mathbf{f} \mathbf{v} + \rho \mathbf{m} \varpi_0 + \sigma_{uEM}. \tag{4.22}
\]

Since the total energy of the medium — with no potential energy involved — depends not only on the properties of the substance but also on the frame of reference,
the use of this quantity can be inconvenient in thermodynamic considerations. To
avoid this inconvenience, the idea, — or rather the concept — of internal energy is
introduced, viz. the value of the energy in a frame moving (i.e. both translating and
rotating) together with the substance. The total energy is the sum of the internal
and kinetic energy. Thus, the specific internal energy can be given as

\[ u = \varepsilon - \frac{1}{2}v^2 - \varepsilon^i_{\text{rot}}, \tag{4.23} \]

where \( \varepsilon^i_{\text{rot}} \) is the rotational energy accompanying to the internal moment of
momentum.

The internal energy — as we have seen — is frame independent, that is a so-called
objective quantity. Now, using equations (4.23), (4.22) and (4.20) the balance of
the internal energy is obtained:

\[ \frac{\partial}{\partial t} u + \text{div}(\mathbf{J}_Q - \mathbf{\omega}_0 \mathbf{\Pi}) = \rho m \mathbf{\omega}_0 + \sigma u_{EM} + \mathbf{t} : \text{Grad} \mathbf{v}. \tag{4.24} \]

Henceforth, we shall omit internal rotation, viz. only those substances will be
considered in which the internal moment of momentum, the rotational energy and
the torque of inertial forces are each zero. By this assumption, the balance of the
internal moment of momentum reduces to

\[ 2w(t) + \text{Div} \mathbf{\Pi} + \rho m = 0. \tag{4.25} \]

(Here equation (4.19) was also applied.) Now the internal energy balance can be
put into the form

\[ \frac{\partial}{\partial t} u + \text{div}\mathbf{J}_q = \sigma u_{EM} + \mathbf{t}^s : (\text{Grad} \mathbf{v})^s + \text{div}(\mathbf{\omega}^b \mathbf{\Pi}) + \rho m \mathbf{\omega}^b + \mathbf{\Pi} : \text{Grad} \mathbf{\omega}. \tag{4.26} \]

In the transformation, beside the use of the identities

\[ w(\mathbf{\omega}) = \mathbf{\omega}, \quad t^a : \mathbf{\omega} = 2w(t) \mathbf{\omega}, \quad \text{and} \quad \text{Grad} \mathbf{v} = (\text{Grad} \mathbf{v})^s + \mathbf{\omega} \]

the notation \( \mathbf{\omega}^b = \mathbf{\omega}_0 - \mathbf{\omega} \) was introduced. Here \( t^a \) denotes the antisymmetric part
of Cauchy’s stress, while \( t^s \) stands for the symmetric part.

The calculation of the thermic effect of the electromagnetic field demands the
energy balance of the electromagnetic field. It will be formulated here in the local
form. We start from the form (2.30) of the Maxwell equations. Taking the scalar
product of the first equation with \( \mu_0 \mathbf{B} \) and the third equation with \( \mathbf{E} \), then adding
the left hand side to the left hand side and the right hand side to the right hand
side, we get

\[ \frac{1}{\mu_0} \mathbf{B} \text{rot} \mathbf{E} + \frac{1}{\mu_0} \mathbf{B} \text{rot} \mathbf{B} - \frac{1}{\mu_0} \mathbf{E} \text{rot} \mathbf{B} = -\mathbf{E}(j + \rho_e \mathbf{v}) - \varepsilon_0 \mathbf{E} \mathbf{\dot{E}} - \mathbf{E} \text{rot} \mathbf{M} + \mathbf{E} \text{rot}(\mathbf{v} \times \mathbf{P}). \]

The application of some vectoranalytical identities and the repeated use of (2.30)
leads to

\[ \frac{\partial}{\partial t} \left( \frac{1}{2} \varepsilon_0 \mathbf{E}^2 + \frac{1}{2\mu_0} B^2 - BM \right) + \text{div} \left( \mathbf{E} \times \frac{1}{\mu_0} \mathbf{B} - \mathbf{E} \times \mathbf{M} - \mathbf{P}(\mathbf{E} \mathbf{v}) - \mathbf{v}(\mathbf{M} \mathbf{B}) \right) + \]

\[ + \left( j + \rho \frac{dp}{dt} \right)(\mathbf{E} + \mathbf{v} \times \mathbf{P}) + \rho \frac{dp_m}{dt} \mathbf{B} + \rho f_{EM} \mathbf{v} = 0. \tag{4.27} \]
Here the ponderomotive force density, defined in (2.40), and the \( \mathbf{p}_m = \frac{1}{\rho} \mathbf{M} \) specific magnetic momentum were introduced. Equation (4.27) is regarded as the energy balance of the electromagnetic field. Thence we read the energy density of the electromagnetic field as

\[
 w_{EM} = \frac{1}{2} \varepsilon_0 E^2 + \frac{1}{2\mu_0} B^2 - BM. \tag{4.28}
\]

This, beyond quantities characterizing the field, contains the magnetization of the medium. This fact at first seems strange — namely that the energy of the magnetic dipole can change even if the dipole is unchanged and only the field is altered — it claims the introduction of the potential energy of the magnetic dipole. This energy, according to the above concepts, is a part of the field energy. These considerations need not be transferred to the electric dipole.

The current density of the electromagnetic field energy, read from (4.27), is

\[
 \mathbf{S} = \frac{1}{\mu_0} \mathbf{E} \times \mathbf{B} - \mathbf{E} \times \mathbf{M} + \mathbf{P}(\mathbf{E}v) - v(MB). \tag{4.29}
\]

The power supply from the electromagnetic field to the medium, again from (4.27), is

\[
 \sigma_uEM + \rho \mathbf{m} + \rho \mathbf{v}EM = \left( \mathbf{j} + \varepsilon \frac{d\mathbf{P}}{dt} \right) (\mathbf{E} + \mathbf{v} \times \mathbf{B}) + \varepsilon \frac{d\mathbf{P}_m}{dt} \mathbf{B} + \rho \mathbf{v}EM. \tag{4.30}
\]

From this expression the heat supply from the electromagnetic field is calculated using (2.40):

\[
 \sigma_uEM = \left[ \mathbf{j} + \varepsilon (\mathbf{p} - \omega^b \times \mathbf{p}) \right] (\mathbf{E} + \mathbf{v} \times \mathbf{B}) + \varepsilon (\mathbf{p}_m - \omega^b \times \mathbf{p}_m) \mathbf{B}. \tag{4.31}
\]

The quantities

\[
 \mathbf{\dot{p}} = \frac{d\mathbf{p}}{dt} - \omega \times \mathbf{p} \quad \text{and} \quad \mathbf{\dot{p}}_m = \frac{d\mathbf{p}_m}{dt} - \omega \times \mathbf{p}_m
\]

are the time derivatives of the specific electric and magnetic momenta, taken in a frame moving (translating and rotating) together with the examined element of the medium.

The internal energy production density, according to (4.25) and (4.31) is given as

\[
 \sigma_u = (\mathbf{j} + \varepsilon \mathbf{\dot{p}})(\mathbf{E} + \mathbf{v} \times \mathbf{B}) + \varepsilon \mathbf{p}_m \mathbf{B} + t^s : (\text{Grad } \mathbf{v})^s + \text{div}(\omega^b \Pi). \tag{4.32}
\]

In the derivation of this formula, a further hypothesis was involved, viz. the specific torque is entirely of electromagnetic origin.
4.3. Entropy balance.

The balance equation of the entropy plays a fundamental role in non-equilibrium thermodynamics, providing the means to the direct application of the second law. The construction of the balance starts from the actual form of the entropy function. Let the local equilibrium state variables be chosen so that their values change only in a system interacting with its environment. This requirement can easily be satisfied, since such is the situation in classical thermodynamics. Thus, for example a rather wide field of application is assured by choosing the set of equilibrium state variables as

\[ \{u, d, p, p_m\}. \]  (4.33)

Here \( u \) is the specific internal energy, \( d \) the tensor measuring deformation, \( p \) the specific electric and \( p_m \) the specific magnetic polarization.

The description of non-equilibrium states requires further variables. Let us denote these by \( \xi_i \), and, for some time, let us not be concerned with their explicit physical meaning. The specific entropy is given as a function of the state variables. Of course, the form of the function alters from medium to medium, from model to model. The choice of the state variables in the mentioned way assures that if a sufficiently small part of the medium is isolated with respect to energy transfer — that is to say it is surrounded by rigid, adiabatic, apermeable walls and the electromagnetic fields (if present) are controlled so that the field changes no energy with the medium element — then the equilibrium state variables remain unchanged despite any process taking place therein. (The inverse of this statement is not always true.)

In other words, the equilibrium state variables alone — regardless of the values of the dynamic variables \( \xi_i \) — determine the equilibrium state that a small part of the medium would reach after it was isolated from its surrounding. It means, at the same time, that even the equilibrium values of the dynamic variables are uniquely determined by the equilibrium state variables. Thus it is possible to choose dynamic variables having zero value in local equilibrium and, of course, in global equilibrium, too. By the suitable choice of the dynamic variables, it can always be assured that the form of the non-equilibrium entropy function would be

\[ s = s_0(u, d, p, p_m) - \sum_i \frac{1}{2} \xi_i^2. \]  (4.34)

Here \( s_0(u, d, p, p_m) \) is the equilibrium entropy function [22, 111].

Next we determine the actual form of the entropy balance. The required balance equation should conform to the general pattern:

\[ \frac{ds}{dt} + \text{div} \mathbf{J}_s = \sigma_s. \]  (4.35)

First the value of \( \varrho \frac{ds}{dt} \) is calculated from equation (4.34):

\[ \sigma_s - \text{div} \mathbf{J}_s = \varrho \frac{ds}{dt} = \varrho \frac{\partial s_0}{\partial u} \frac{du}{dt} + \varrho \frac{\partial s_0}{\partial d} \dot{d} + \varrho \frac{\partial s_0}{\partial p} \dot{p} + \varrho \frac{\partial s_0}{\partial p_m} \dot{p}_m - \varrho \sum_i \xi_i \dot{\xi}_i. \]  (4.36)
This formula calls for a few comments:

First, the time derivatives need some explanation. These can be taken in any rotating frame, but since there are vectors and even tensors among the state variables their time derivatives shall describe objective material processes only if they are taken in a moving frame — viz. translating and rotating — together with the material point.

The second comment concerns the partial derivatives of the entropy functions with respect to tensor and vector variables. These are defined by the formulae

\[
\frac{d}{dx} s_0(u, d + xZ, p, p_m)
\]

\[
\left|_{x=0} \right. = \frac{\partial s_0}{\partial d} : Z
\]

\[
\frac{d}{dx} s_0(u, d, p + xz, p_m)
\]

\[
\left|_{x=0} \right. = \frac{\partial s_0}{\partial p} z
\]

\[
\frac{d}{dx} s_0(u, d, p, p_m + xz)
\]

\[
\left|_{x=0} \right. = \frac{\partial s_0}{\partial p_m} z
\]

in which \(Z\) is an arbitrary symmetric tensor, and \(z\) is an arbitrary vector.

Thirdly, the derivative \(\frac{du}{dt}\) is connected to the quantities characterizing the rate of the processes through the corresponding balances. Making use of these, instead of formula (4.36), the formula

\[
\sigma - \text{div} J_s = \frac{\partial s_0}{\partial u} (\sigma - \text{div} J_q) + \varrho \frac{\partial s_0}{\partial d} : \tilde{d} + \varrho \frac{\partial s_0}{\partial p} \tilde{p} + \varrho \frac{\partial s_0}{\partial p_m} \tilde{p}_m - \varrho \sum_i \xi_i \xi_i =
\]

\[
= - \text{div} \left( \frac{\partial s_0}{\partial u} J_q \right) + J_q \text{grad} \frac{\partial s_0}{\partial u} + \left[ \frac{\partial s_0}{\partial u} \frac{1}{2} (d^{-1} t^s + t^s d^{-1}) + \varrho \frac{\partial s_0}{\partial d} \right] : \tilde{d} +
\]

\[
+ \frac{\partial s_0}{\partial u} [\text{div}(\tilde{\omega}^b \Pi) + \Pi : \text{Grad} \tilde{\omega}] + \frac{\partial s_0}{\partial u} (\mathbf{E} + \mathbf{v} \times \mathbf{B}) +
\]

\[
+ \varrho \left[ \frac{\partial s_0}{\partial u} (\mathbf{E} + \mathbf{v} \times \mathbf{B}) + \frac{\partial s_0}{\partial p} \right] \tilde{p} + \varrho \left[ \frac{\partial s_0}{\partial u} \mathbf{B} + \frac{\partial s_0}{\partial p_m} \right] \tilde{p}_m - \varrho \sum_i \xi_i \xi_i
\]

is obtained.

The last step is the separation of the entropy production from the divergence of the entropy current. This proves an easy task if we remember that the entropy is a continuous function of the state variables, which are also assumed to depend continuously on the space coordinates. On the one hand, it is evident that the transport of extensive quantities corresponding to the state variables is accompanied by an entropy transport; while, on the other hand, this current of the extensive variable, flowing through an imaginary surface, cannot directly cause entropy production. Hence it is concluded that the entropy current density can be constructed as a linear combination of the current densities of the state variables. The coefficients of the linear combination are the partial derivatives of the entropy with respect to the corresponding state variables. So, if we assume that only the internal energy has transport while the other state variables, like electric and magnetic polarization, and the dynamic variables have not, then the entropy current density is given by the formula

\[
J_s = \frac{\partial s_0}{\partial u} J_q.
\]
Since only the equilibrium entropy function is present here, the partial derivative is identified with the help of Gibbs’ relation:

$$\frac{\partial s_0}{\partial u} = \frac{1}{T}$$

(4.40)

so

$$J_s = \frac{1}{T} J_q$$

(4.41)

Finally, from equation (4.38) the entropy production density is obtained:

$$\sigma_s = J_q \text{ grad } \frac{1}{T} + \left[ \frac{1}{T} \left( d^{-1} t^* + t^* d^{-1} \right) + \rho \frac{\partial s_0}{\partial d} \right] : \tilde{d} +$$

$$+ \frac{1}{T} \text{ div}(\tilde{\omega}^b \Pi) + \Pi : \text{ Grad } \tilde{\omega} + \frac{1}{T} j (E + v \times B) +$$

$$+ \varrho \left[ \frac{1}{T} (E + v \times B) + \frac{\partial s_0}{\partial \rho} \right] \tilde{\rho} + \varrho \left[ \frac{1}{T} B + \frac{\partial s_0}{\partial p_m} \right] \tilde{p}_m - \varrho \sum_i \xi_i \tilde{\xi}_i.$$

(4.42)

It can be seen that the entropy production density is a linear combination of the objective material processes. Arranging the “scalar” components of the material process rates in a sequence, and denoting them by $J_i$, the entropy production can be put into the general form

$$\sigma_s = \sum_i X_i J_i$$

(4.43)

where $X_i$ denotes the coefficient of the process rate component in equation (4.42). The $J_i$ quantities are called currents (in analogy to the transport processes), while the $X_i$ quantities are called thermodynamic forces.

It follows from the second law that the entropy production density $\sigma_s$ can be zero if and only if no material process takes place. In any other case the entropy production density is positive. This fact has far-reaching consequences concerning the laws describing the rate of the material processes.

### 4.4. The linear laws.

As can be seen from equation (4.43), the entropy production density is zero in equilibrium. (When no process takes place, then all $J_i$ vanish.) Let us examine the situation in the neighborhood of the equilibrium. First, consider a process in which only one current, e.g. $J_k$, differs from zero. Then

$$\sigma_s = X_k J_k > 0.$$ 

(4.44)

It means that when $J_k$ is positive then the conjugate force $X_k$ is also positive, and when $J_k$ is negative then $X_k$ must be negative as well. From the continuity of the forces in the state space, we conclude that since the $X_k$ force changes sign at equilibrium, its value has to be zero in equilibrium. Thus, it is declared: The general condition of the equilibrium is that each and every force must vanish there. This circumstance is the reason for the terminology “thermodynamic force”.
The thermodynamic forces depend partly on the state variables and partly on interactions with the environment. So the existence or the non-existence of equilibrium depends partly on the medium and partly on the environment it interacts with.

On the basis of the condition of vanishing forces (with the help of (4.42)), the physical meaning of the entropy derivatives is found. In the present approach

\[
\frac{1}{T^2} \left( d^{-1} t^s + t^s d^{-1} \right) + \rho \frac{\partial s_0}{\partial d} = 0, \\
\frac{1}{T} (E + v \times B) + \frac{\partial s_0}{\partial p} = 0, \\
\frac{1}{T} B + \frac{\partial s_0}{\partial p_m} = 0
\]  

must hold in equilibrium. It means that the derivatives are related to the stress tensor and the electric and magnetic fields, namely, in the equilibrium state defined by the given equilibrium state variables. Thus it is convenient to introduce the notations

\[
\frac{\partial s_0}{\partial d} = -\frac{1}{T^2} \left( d^{-1} t^e + t^e d^{-1} \right), \\
\frac{\partial s_0}{\partial p} = -\frac{1}{T} (E^e + v \times B^e), \\
\frac{\partial s_0}{\partial p_m} = -\frac{1}{T} B^e,
\]  

where the upper index "e" refers to the equilibrium situation. The quantities \( t^e \), \( E^e \) and \( B^e \) are, naturally, functions of the equilibrium state variables, which can be determined from the thermostatic properties of the medium. (The form of the functions may change from model to model.)

We mention that for a conducting medium in equilibrium

\[
E + v \times B = 0
\]  

must hold, which can be read from the fourth term on the right-hand side of (4.42). For an insulator, however, \( j = 0 \) identically, so then (4.47) need not hold in equilibrium.

Now, turning to the laws describing dynamic behavior, it can be said that the speed of material processes is determined on the one hand by the local and regional properties of the material, and on the other hand, by the intensity of interactions with the environment, in such a way that the entropy production is positive for all processes. Consequently, the process rates and thermodynamic forces vanish simultaneously in equilibrium. This latter fact and, at the same time, the most general linear dependence of independent currents on forces is expressed by Onsager’s laws [124, 125].

\[
J_i = \sum_k L_{ik} X_k.
\]
4.4. THE LINEAR LAWS.

These linear laws can be regarded as a convenient description of currents depending on state variables; from another view, they can be interpreted as the first non-vanishing terms of a series expansion. Consequently, Onsager's $L_{ik}$ conductivity coefficients may depend on the local state variables, especially so on the temperature and deformation but even on the dynamic variables. These dependencies, however, cannot be too strong, at least not enough to have a decisive influence on the currents. Still these dependencies cannot be entirely neglected as these account for the different dynamic behavior of systems different in state and quality.

In the most simple cases the $L_{ik}$ coefficients can be taken as constants not changing during the examined process. This is called the strictly linear case. In other cases the changes of the coefficients must be taken into account. We can distinguish two further possibilities and two different types of corresponding theories. Their clear separation has fundamental importance in the exact classification of the non-linear thermodynamic theories. When the conductivity coefficients depend on the local equilibrium state variables and further changes — e.g. dependence on thermodynamic forces — need not be taken into account, we can speak of quasi-linear constitutive equations and of a quasi-linear thermodynamic theory. The terminology “strictly non-linear” is used for constitutive equations and theory, when the laws (4.38) explicitly do fail, i.e. the currents are strictly non-linear functions of the forces. It is another question that even in the strictly non-linear case, the constitutive equations can be put in the form of (4.38) if the dependence of the $L_{ik}$ coefficients on the $X_k$ forces is allowed.

It should be mentioned here that this classification of constitutive equations and theories of thermodynamics into strictly linear ($L_{ik}$-s are constant), quasi-linear ($L_{ik}$-s are functions of the state variables) and strictly non-linear ones ($L_{ik}$-s are functions of the forces) is due to Gyarmati. (See also references [43, 44, 46, 141, 145, 146, 149, 157, 160] where several thermodynamic problems are examined on the basis of the classes given here.)

If the number of the independent scalar components of the currents is denoted by $f$, then the system of the $L_{ik}$ coefficients in the linear laws (4.38) has $f^2$ components which, however, are not all independent of each other. The well-known relations among them are the so-called reciprocal relations of Onsager and Casimir, which govern the symmetry properties of the conductivity matrix. These relations in the symmetric — Onsagerian — case read

$$L_{ik} = L_{ki}$$

(4.49)

while, for the antisymmetric, Casimir-type case

$$L_{ik} = -L_{ki}$$

(4.50)

holds. The question whether the first or the second relation holds in a particular case shall be discussed in the next section.

Another requirement beyond the reciprocal relations imposed on the phenomenological coefficients is that they must be consistent with the material symmetries (see 3.3.1). The linear laws comply with the principle of material objectivity; thus this requirement gives no further restrictions on the coefficients.
IV. NON-EQUILIBRIUM THERMODYNAMICS

The dynamic laws can be formulated in forms different from (4.38) by the help of so-called representations and pictures which give mathematically equivalent formulae with a shape similar to that of (4.38). The general theory of the “pictures” was worked out and applied by Gyarmati [70] and Farkas [43] (see also [7, 46, 141, 145, 146]). Different pictures are obtained by multiplying both sides of (4.43) by an always positive state function, $G$, i.e.

$$G\sigma_s = \sum_j J_j X_j G.$$  \hfill (4.51)

The quantity $G\sigma_s$ is evidently non-negative, taking a zero value in equilibrium only. The coefficients of the current, $J_j$, namely,

$$X_j^G = X_j G$$ \hfill (4.52)

regarded as forces, and substituted in (4.48) give the linear laws in the “$G$-picture”:

$$J_i = \sum_k \frac{1}{G} L_{ik} X_k^G = \sum_k L^G_{ik} X_k^G.$$ \hfill (4.53)

The coefficients obey the Onsager-Casimir reciprocal relations. By choosing various functions for $G$, various pictures for the description of dissipative processes are obtained [43, 70].

Naturally, even within a given picture, the currents and forces can be chosen in several ways — from a given set of currents or by an invertible linear transformation — and another set of currents, having the same properties, can be obtained. Consideration of reciprocal relations and of material symmetries — moreover, the suitable choice of representation, picture and the use of the possible linear transformations — often lead to the cessation of dependence on the state for the $L_{ik}$ coefficients, under given circumstances. [43, 46, 70]

By the above formalism any dissipative process can be described; yet, sometimes it is more convenient to give the dependence of currents on the state in a different form, although this provides simpler description for that particular phenomenon only. This is the case in Mises’ theory of plastic flow.

We shall show later that media usually regarded categorically of non-linear behavior, namely, the generalized newtonian systems, can be described well by linear Onsager equations.

Substituting the linear laws (4.48) into (4.43), we get a positive definite quadratic form for entropy production:

$$\sigma_s = \sum_{i,k} L_{ik} X_i X_k,$$ \hfill (4.54)

hence, by the help of the theory of quadratic forms several inequalities are derived for the coefficients. The most important of them are:

$$L_{ii} > 0, \quad L_{ii} L_{kk} - L_{ik} L_{ki} > 0.$$ \hfill (4.55)

Note that these inequalities are the direct consequence of the second law.
4.5. Reciprocal relations.

Before giving the precise definition of the reciprocal relations, we have to define
time reversal. Though the concept of time reversal is usually introduced in the
statistical foundation of irreversible thermodynamics, here an entirely macroscopic
construction is presented and only for the sake of a clearer view shall the existence
of a microscopic background be referred to. The macroscopic construction of time
reversal starts off from the observation that the basic laws of classical mechanics and
electrodynamics are reversible, i.e. if they describe a process then they describe the
reversed process as well. Precisely, if the variable $t$, standing for time, is changed
to the variable $t' = -t$, \hspace{1cm} (4.56)
while the coordinates remain unchanged, then the fundamental equations expressed
by the variable $t'$ will have the same form as the original equations.

For time reversal, of course, some of the physical quantities must be transformed
as well. Thus, for example, the velocity — defined in mechanics as the time deriv-
ative of the position vector — changes sign since
\[
\mathbf{v} = \frac{d\mathbf{r}}{dt}, \quad \mathbf{v}' = \frac{d\mathbf{r}}{dt'} \quad \text{and so} \quad \mathbf{v}' = -\mathbf{v}.
\hspace{1cm} (4.57)
\]
Thus two groups of physical quantities are distinguished. The first group contains
those which are not altered by time reversal (e.g. the coordinates, the acceleration,
etc.): these are called $\alpha$-type variables. The second group consists of the variables
changing their sign under time reversal (e.g. velocity): these are called $\beta$-type
variables.

Regarding the invariance of the fundamental equations with respect to time
reversal as a requirement, the transformation properties of physical quantities can
be worked out; i.e., we can distinguish $\alpha$ and $\beta$-type quantities. No contradiction
is found as long as the dynamic laws of dissipative processes — i.e. the linear laws
— are not considered. This means that the laws of mechanics, electrodynamics,
and the laws of quantum mechanics are reversible: one could say they do not tell
to which direction the time passes.

Now, let us consider the most important physical quantities, one after the other.
Due to the definition of time reversal, the space coordinates are $\alpha$-type and the
velocity and the time itself are $\beta$-type variables. Acceleration is an $\alpha$-type, thus
due to Newton’s second law, force and mass are also $\alpha$-type variables. Following
from the invariance of the coordinates, $\alpha$-type variables are the volume, the density
and the deformation tensor. Examining the form (2.30) of the Maxwell equations,
it is seen that the electric field, the charge and electric polarization are $\alpha$-type,
while the magnetic field $\mathbf{B}$, magnetization $\mathbf{M}$, and electric current $\mathbf{j}$, are $\beta$-type
variables.

From the invariance of the balance equations and the definition (4.4) of the en-
tropy it is seen that $\alpha$-type variables are the energy, the body forces, the torque,
as well as Cauchy’s stress, the couple stress and, finally, the entropy. Mass current,
the heat current, the moment of momentum and angular velocity are all $\beta$-type
variables. Finally, we stress that on the basis of the entropy balance, entropy
production should be a $\beta$-type variable. In the expression (4.42) of the entropy
production one can see in detail while in its (4.43) general form, one can see gener-
ally that from the conjugate current and force pairs one is always an \( \alpha \)-type while
the other is a \( \beta \)-type quantity. By this we have reached the limits of the concept
of time reversal. For if we substitute the linear laws (4.48), into the general form
(4.43) of entropy production, then we arrive at a contradiction in any case.

Before examining this in detail, we present the precise form of the Onsager-
Casimir reciprocal relations. These can be put into the unified form

\[
L_{ik} = (-1)^{n_i + n_k} L_{ki},
\]  

(4.58)

in which \( n_i = 0 \) if \( X_i \) is an \( \alpha \)-type, and \( n_i = 1 \) if \( X_i \) is a \( \beta \)-type force. This means
that the (4.49) Onsager reciprocal relation holds when \( X_i \) and \( X_k \) are of the same
type (both are \( \alpha \) or both are \( \beta \)-type forces), while Casimir’s reciprocal relation is
valid if the forces are of a different character (one is of \( \alpha \)-type and the other is of
\( \beta \)-type). If this form of the reciprocal relations is also taken into account, then
we find that the entropy production density (4.54) (expressed by the help of the
dynamic laws) is an \( \alpha \)-type expression, as the phenomenological coefficients are
constant in strictly linear theory and are equilibrium state functions in quasi-linear
theory since in this latter case they depend only on the equilibrium state variables.
Equilibrium is, invariant under time reversal. There are two generalizations of the
Onsager relations, well known in the literature, that are equivalent to the Onsager
relations in the linear case, while their formulation does not refer to linearity. Thus
they seem suitable for making the Onsager relation adaptable to non-linear dynamic
laws, yet an adequate way of generalization has not yet been found.

The first generalizations for the theory to strictly non-linear cases — that were
given in the years 1958-1962 [66, 67, 101] — are based on the Gyarmati-Li reciprocal
relations

\[
\frac{\partial J_i}{\partial X_k} = \frac{\partial J_k}{\partial X_i},
\]  

(4.59)

that, in the linear case, are equivalent to (4.49). These relations in non-linear cases
lead to interdependence between higher order coefficients, besides the Onsager-
Casimir relations. As we shall see later, the basic importance of the (4.59) general-
erized reciprocal relations is that they guarantee the existence of the dissipation
potentials (to be introduced later) both for the linear and non-linear case, which
potentials seem to be essential from the point of a general and unified theory of
thermodynamics.

The wording of the generalization by Meixner, called the principle of macroscopic
reversibility, is somewhat more complicated [150]. On the basis of linear laws (4.48)
we can say that the quantities in the expression (4.43) of the entropy production
are not all independent: For given \( X_i \) forces the \( J_i \) currents can be determined.
The set of independent variables, however, can be chosen in other ways as well.
Let us regard one of a conjugate current-force pairs as an independent variable and
the other of the pair as a dependent variable. Then, if the linear laws hold, by the
help of (4.48) the value of the dependent variables can always be determined, as
can any particular positive definite form be determined by the \( L_{ik} \) coefficients. The
explicit expression of the dependent variable is always linear and follows always the
Onsager-Casimir relations but with the slight modification that it is not the types
of the $X_i$ forces but the types of the independent variables which decide the sign of reciprocity. The principle of macroscopic reversibility states that the expression (4.43) of the entropy production, after the substitution of the dynamic laws, shall be invariant with respect to time inversion. So the entropy production must be an $\alpha$-type quantity, for any set of independent variables that are chosen from the conjugate pairs.


Like mechanics and electrodynamics, the fundamental laws of the thermodynamics of dissipative processes can be condensed into a variational principle. This variational principle both in its differential (local) and in integral (global) forms was formulated by Gyarmati in 1965. This principle was applied to several fields of irreversible processes: first of all, his colleagues (Verhás [157], Böröcz [13], Farkas [43, 44], Sándor [141], Vincze [160], Stark [149]); but also many others (Singh [145, 147], Bhattacharya [7], Dickel [32] etc.).

Consistent application of both the local and the global forms of Gyarmati’s principle provides all the advantages throughout the explication of the theory of irreversible thermodynamics that are provided in the study of mechanics and electrodynamics by the corresponding classical variational principles, e.g., Gauss’ differential principle of least constraint, or Hamilton’s integral principle.

Gyarmati’s principle is based on the fact that the generalization of the dissipation functions — that were introduced by Rayleigh and Onsager for special cases — always exist locally in continua [104, 125, 126]. In linear theory these functions are defined as:

$$\Psi(X) = \frac{1}{2} \sum_{i,k} L_{ik} X_i X_k$$  \hspace{1cm} (4.60)

and

$$\Phi(J) = \frac{1}{2} \sum_{i,k} R_{ik} J_i J_k.$$  \hspace{1cm} (4.61)

The $R_{ik}$ coefficients (general resistivities) are the components of the inverse of the conductivity matrix ($L_{ik}$).

The most important property of the dissipation function is that it is a homogeneous quadratic function of the $X_i$ forces in the strictly linear theory, while in the quasi-linear theory it depends also on the state variables. The other fundamental property of $\Psi$ is that its partial derivative with respect to $X_k$ is equal to the current $J_k$ conjugate to the force $X_k$ in the entropy production density:

$$J_k = \frac{\partial \Psi}{\partial X_k}$$  \hspace{1cm} (4.62)

Finally, the equality of the mixed second derivatives of $\Psi$ with respect to the forces are equivalent to Onsager’s reciprocal relations:

$$\frac{\partial^2 \Psi}{\partial X_i \partial X_k} = \frac{\partial J_i}{\partial X_k} = L_{ik} \quad \frac{\partial J_k}{\partial X_i} = \frac{\partial^2 \Psi}{\partial X_k \partial X_i}.$$  \hspace{1cm} (4.63)
Because of the above properties, the function $\Psi$ is called a dissipation potential, more precisely: it is the flux-potential (see (4.62)).

The function $\Phi$ has similar properties. In the strictly linear theory the function $\Phi$ is a homogeneous quadratic function of the currents $J$, while in the quasi-linear case it depends also on the local state variables (through the coefficients). The partial derivative of the function $\Phi$ with respect to $J_k$ is equal to $X_k$:

$$X_k = \frac{\partial \Phi}{\partial J_k} \quad (4.64)$$

Due to this relation the function $\Phi$ is also a dissipation potential, more exactly: it is the force potential.

The equality of the mixed second derivatives of $\Phi$ with respect to the $J$-s are equivalent to the Onsager relations, now expressed in terms of the $R_{ik}$ resistances

$$\frac{\partial^2 \Phi}{\partial J_i \partial J_k} = \frac{\partial X_i}{\partial J_k} = R_{ik} = \frac{\partial X_k}{\partial J_i} = \frac{\partial^2 \Phi}{\partial J_k \partial J_i} \quad (4.65)$$

Hence, it can be seen that the necessary and sufficient condition of the existence of the dissipation potentials $\Psi$ and $\Phi$ is the existence of the Onsager reciprocal relations.

It is possible to define the weighted potentials $\Psi^G$ and $\Phi^G$. Those show all the essential properties of $\Psi$ and $\Phi$, but correspond to the weighted entropy production $G\sigma_s$ (defined in (4.51)). Making use of equations (4.52) and (4.53), we obtain the forms of the dissipation potentials in the general $G$-picture [43, 70]:

$$\Psi^G = G\Psi, \quad \Phi^G = G\Phi. \quad (4.66)$$

Finally we note another essential property of the functions $\Psi$ and $\Phi$; namely, that they are invariant scalar quantities with respect to the linear transformations of the currents and forces.

4.6.1. The local forms of Gyarmati’s principle. Gyarmati’s variational principle of non-equilibrium thermodynamics can be derived from the properties (4.62) and (4.64) of the functions $\Psi$ and $\Phi$. We mention that this derivation does not make use of the homogeneous quadratic forms of the functions $\Psi$ and $\Phi$ given in (4.60) and (4.61); thus the variational principle is applicable to strictly non-linear phenomena that cannot be described by the linear laws (4.48), yet the currents are uniquely determined by the forces and the local variables of state. This is the situation with all the phenomena the Gyarmati-Li generalization

$$\frac{\partial J_i}{\partial X_k} = \frac{\partial J_k}{\partial X_i} \quad (4.67)$$

of the Onsager relations corresponds to. These relations are necessary and sufficient conditions of the existence of dissipation potentials, obeying equations (4.62) and (4.64).

Notice, that equation (4.64) can be written in the form

$$\frac{\partial}{\partial J_k} (\sigma - \Phi) = 0, \quad (4.68)$$
where, in executing the partial differentiation, the currents must be regarded variables independent of the forces and local state variables. It means that the constitutive relations given by equation (4.64) are equivalent to the following statement: those currents correspond to a given set of forces and state variables, at which the function
\[ L_J = \sigma - \Phi \] (4.69)
has a stationary point in the space of the currents. This form of the principle, which stands nearest to Onsager’s principle for small fluctuations around an equilibrium in an adiabatically closed discontinuous system, is called the flux representation of Gyarmati’s principle [69].

The force representation of Gyarmati’s principle is obtained by putting the relation (4.62) in the form
\[ \frac{\partial}{\partial X_k} (\sigma - \Psi) = 0. \] (4.70)
During partial differentiation the forces and the fluxes must be regarded again as independent variables. Thus, those forces correspond to a given set of currents and state variables at which the function
\[ L_X = \sigma - \Psi \] (4.71)
has a stationary point in the space of the forces.

It is easily seen that the functions \( L_J \) and \( L_X \) in (4.69) and (4.71) can be put in the same form, as the subtraction of function independent of the \( J \)-s from \( L_J \) has no influence on equation (4.68). The function \( \Psi \) just fits the purpose. On the other hand, \( \Phi \) can be subtracted from \( L_X \) (due to the same reasons). Now a universal Lagrange density of Gyarmati’s principle has been obtained:
\[ L = L_J - \Psi = L_X - \Phi = \sigma - \Psi - \Phi, \] (4.72)
by which the extremum properties (4.68) and (4.70) can be expressed universally.

It can be said, quite generally, that if a sufficient number of the currents and forces is known — that is either every force or every current, or even one part of the currents and the other part of the forces — then the remaining variables must be chosen so that the universal Lagrangian (4.72) is stationary. This is a necessary and sufficient condition for the set of the currents and forces describe a real process. In other words, the variation of the universal Lagrangian in Gyarmati’s principle is zero around the real forces and fluxes, with respect to the simultaneous variation of the currents and forces.

In the quasi-linear theory the functions \( \Psi \) and \( \Phi \) depend on the state variables through the conductivities \( L_{ik} \) and resistivities \( R_{ik} \) due to (4.60) and (4.61). The matrices of the conductivities \( L_{ik} \) and resistivities \( R_{ik} \) are reciprocal matrices:
\[ \sum_r L_{ir} R_{rk} = \delta_{ik}. \] (4.73)
Let us calculate the partial derivative of the \( L \) Lagrange density with respect to a local state variable denoted by \( \Gamma \):
\[ \frac{\partial L}{\partial \Gamma} = -\frac{1}{2} \sum_{i,k} \frac{\partial L_{ik}}{\partial \Gamma} X_i X_k - \frac{1}{2} \sum_{i,k} \frac{\partial R_{ik}}{\partial \Gamma} J_i J_k. \] (4.74)
The partial derivatives $\partial R_{ik}/\partial \Gamma$, making use of (4.73), are expressed by the coefficients $R_{ik}$ and the derivatives $\partial L_{ik}/\partial \Gamma$ as

$$\frac{\partial R_{ik}}{\partial \Gamma} = -\sum_{r,s} R_{ir} \frac{\partial L_{rs}}{\partial \Gamma} R_{sk}.$$  

(4.75)

Substituting this in (4.74) and applying the reciprocal relations, the form

$$\frac{\partial L}{\partial \Gamma} = -\frac{1}{2} \sum_{i,k} \frac{\partial L_{ik}}{\partial \Gamma} (X_i - \sum_s R_{is} J_s)(X_k + \sum_s R_{ks} J_s).$$

(4.76)

is obtained. Hence it is seen that the partial derivatives of the universal Lagrangian with respect to the local state variables, at real processes, are zero. So the parameters $\Gamma$ can also be varied independently.

This theorem is Gyarmati’s supplementary theorem [72], which guarantees the validity of the universal local form of the variational principle to the quasi-linear case, too.

The universal form of the local Gyarmati principle states, consistently with the supplementary theorem, that the Lagrangian $L = \sigma - \Psi - \Phi$ has an extremum in all points that describe a real process in the unified space of forces, currents and state variables.

In examining the type of the extremum, instead of considering second variations, we had better use another form of the Lagrangian which is advantageous in other respects, as well. This form is

$$L = -\frac{1}{2} \sum_{i,k} R_{ik}(J_i - \sum_s L_{is} X_s)(J_k - \sum_s L_{ks} X_s).$$

(4.77)

Executing the multiplications the form (4.72) of the universal Lagrange density is obtained again. This very form, however, clearly shows that the extremum for real processes is always a maximum and the value of this maximum is zero; in other cases the Lagrangian is always negative, since the $R_{ik}$-s are the coefficients of a positive definite quadratic form and the variables of this quadratic form are $(J_i - \sum_s L_{is} X_s)$. This form of the local principle is considerably similar to Gauss’ principle of least constraint, so this form is often called the Gaussian form of Gyarmati’s principle. As the value of (4.77) is zero only in the absence of local constraints, while in other cases the value of this maximum depends on the constraints, the Gauss type local principle is an excellent tool for introducing the notion of thermodynamic constraint forces; consequently it is of great help in discussing problems with local constraints (Verhás [157], Gyarmati [70], Dickel [32]).

The local Gyarmati principle of irreversible thermodynamics is of universal validity, yet its most important consequence to the fact it is regarded as the basis for integral principles. Before the discussion of integral principles, however, the place of the local principle in the frame-work of the theory should be examined. To this end, the local principle is resumed more explicitly.

The essence of the local principle is that it replaces the set of linear laws by a single scalar function. If either the function $\Psi$ or the function $\Phi$ is known, the
constitutive equations can be obtained by the variational principle. Actually, it is sufficient to know only one of the dissipation potentials $\Psi$ or $\Phi$, since the matrix of the coefficients can be read from one of them, and the other potential is determined by the elements of the reciprocal matrix. This calculation can be executed via a more elegant method. Let us regard, for example, the function $\Psi$ as the given one. Then the Legendre-transformation of the function $\Psi$ leads to the function $\Phi (\frac{\partial \Psi}{\partial X})$. Putting $J$ in the place of $\frac{\partial \Psi}{\partial X}$ the function $\Phi$ is obtained. The function $\Psi$ is got from $\Phi$ in the same way, ([69, 72]).

The advantage of the method of Legendre transformation lies in the fact that its formulation and application is independent of the linear or quasi-linear character of the theory; thus it is applicable to dissipation potentials of entirely different character. From the fact that the dissipation potentials $\Psi$ and $\Phi$ are the Legendre transforms of each other, it is also seen that the validity of Gyarmati's supplementary theorem is not restricted to the quasi-linear case, but holds to any strictly non-linear theory, subject to the Gyarmati-Li generalized reciprocal relations (and where the higher order coefficients also depend on the variables of state). This, at the same time, means that the Lagrangian $\mathcal{L} = \sigma - \Psi - \Phi$ must be stationary at every point of space in every instant of time in the case of any non-linear theory, provided that dissipation potentials exist at all.

The next question is how a dissipation potential can be constructed from the constitutive equations. The potential character of the functions $\Psi$ and $\Phi$ is defined by equations (4.62) and (4.64). The condition to the existence of such functions with potential character to a given (say: empirically proven) set of constitutive equations is that they be subjected to the Gyarmati-Li generalized reciprocal relations. It is rather inconvenient that no general physical law, or exact proof based on such laws, is known which would guarantee the fulfillment of the Gyarmati-Li generalized reciprocal relations, or of other equivalent conditions, for all possible constitutive equations. If, however, the reciprocal relations (4.67) hold in a particular case or approximation, then the dissipation potentials can be given and the Gyarmati principle can be applied. Dissipation potentials for non-linear cases were given first (and independently) by Verhás [157], Edelen [35] and Presnov.

The function $\Psi$ can be obtained as follows. Combining equations (4.43) and (4.62) we get

$$\sigma_s = \sum_i X_i \frac{\partial \Psi}{\partial X_i} = \sum_i X_i J_i(X) = \sigma_s(X) \quad (4.78)$$

for the entropy production. This expression can be regarded as a quasi-linear inhomogeneous partial differential equation. Its only solution subject to the condition $\Psi(0) = 0$ is the function

$$\Psi(X) = \int_0^1 \frac{1}{t} \sigma_s(tX) \, dt \quad (4.79)$$

A similar formula is obtained for $\Phi(J)$:

$$\Phi(J) = \int_0^1 \frac{1}{t} \sigma_s(tJ) \, dt \quad (4.80)$$
The knowledge of the function $\Psi$ or $\Phi$ defined so, is equivalent to the knowledge of the original constitutive equations [157].

4.6.2. The governing principle of dissipative processes. Though the local form of Gyarmati’s principle is indispensable for the description of local constraints, an integral form of the principle is of much greater importance in practical calculations. The integral forms are obtained by the integration of the universal Lagrange density with respect to space or space and time coordinates. The universal (global) principle, obtained so, is called the governing principle of dissipative processes [72].

Since the universal Lagrange density is everywhere and always stationary, it is also true that

$$\delta \int_V (\sigma - \Psi - \Phi) \, dV = 0,$$  \hspace{1cm} (4.81)

and

$$\delta \int_{t_1}^{t_2} \int_V (\sigma - \Psi - \Phi) \, dV \, dt = 0.$$  \hspace{1cm} (4.82)

The governing principle of dissipative processes given by Gyarmati can be regarded the most widely valid and the most widely applied integral principle of irreversible thermodynamics. From this principle the parabolic transport equations of irreversible transport processes can be derived both in the linear and quasi-linear case, as well as in all those non-linear cases where dissipation potentials can be determined by (4.79) and (4.80) due to the validity of the generalized reciprocal relations (4.67), [35, 43, 70, 73, 141, 146, 149, 157, 160].

The application of the governing principle can be understood through the properties of the local principle. The variational principle alone does not contain sufficient information about the system, the functional takes its absolute maximum in several points of the $(\Gamma, X, J)$ space; but if the $\Gamma$ and $X$ values are given, then $J$ can be determined. Obviously, not only the knowledge of $\Gamma$ and $X$ is suitable but any other restrictive circumstance denoting an equivalent hypersurface in the $(\Gamma, X, J)$ space. Such a restrictive condition is the ensemble of the balance equations and the definition of the forces (read from the entropy production (4.36)) together with the equation of state.

Hence it follows that the variational principles (4.81) and (4.82) are to be understood with the above subsidiary conditions, and thus the processes occurring in the system are uniquely described.

The extraordinary importance of the formula (4.81) arises from the fact that the Euler-Lagrange equations are identical to the parabolic transport equations. Its use has the greatest advantage in the entropy picture, since the substitution of $\Gamma$ with the entropy balance gives a particular form. The corresponding Euler-Lagrange equations have a separable subsystem of differential equations (viz. independently solvable) for the $\Gamma$ parameters, and neither the consideration of the balance equations as subsidiary conditions nor the determination of the $J$ currents is necessary [70].
The governing principle of dissipative processes — like any other integral principle of physics — contains information on the boundary conditions, too. They have to be given so as the absolute maximum be provided, viz. any further weakening of the proper boundary conditions may not increase the value of the maximum.

We mention that for strictly linear problems there are two partial forms also valid:

\[ \delta \int_V (\sigma - \Psi) dV = 0, \quad \delta J = 0, \]
and

\[ \delta \int_V (\sigma - \Phi) dV = 0, \quad \delta X = 0. \]

The first of these is called force, and the second is called flux representation. Both representations were widely applied to the solution of several practical problems. [145, 146, 149]. It is also well known that the force representation of Gyarmati's governing principle is equivalent to the local potential method of Prigogine and Glansdorff [55], while the flux representation is the equivalent of the variational methods of Biot [8]. (For details see references [72, 145, 147].)

### 4.6.3. The derivation of the von Mises’ equations of plasticity.

Here we present an application of the local principle to a typical non-linear case: we derive Mises’ theory of plastic flow (Verhás [157]). The existence of the function \( \Phi \) is assumed.

Let us consider a homogeneous, isotropic, incompressible fluid continuum in local equilibrium and ignore heat conduction. The energy dissipation for this case is obtained from equation (4.38) in the form

\[ T \sigma_s = t_0 : \ddot{d}. \]  

(4.83)

It is well known that the direct application of the linear laws to this expression leads to Newton’s viscosity law [61, 70]. Instead, choose a different procedure, assuming the constitutive relation between the single thermodynamic force and flux non-linear but still deducible from a \( \Phi \) dissipation potential. This dissipation potential is a scalar and isotropic function of \( \ddot{d} \), thus

\[ \Phi = \Phi(\text{tr} \, \ddot{d}, \text{tr} \, d^2, \text{tr} \, d^3). \]  

(4.84)

In course of isochoric motions the trace of \( \ddot{d} \) is zero, so

\[ \Phi = \Phi(\text{tr} \, d^2, \text{tr} \, d^3). \]  

(4.85)

If \( \Phi \) is assumed to be a continuous function of its variables (remember that \( \Phi = 0 \) at \( \ddot{d} = 0 \)), then, for sufficiently slow flows, we can ignore the \( \text{tr} \, d^3 \) variable, too, as its value is small relative to \( \text{tr} \, d^2 \). The trace of \( d^3 \) is strictly zero for viscometric flows. Thus the form of the potential \( \Phi \), for viscometric flows exactly and for nearly viscometric flows approximately is

\[ \Phi = \Phi(\text{tr} \, d^2). \]  

(4.86)
Since $\Phi$ is regarded a function of $\dot{\mathbf{d}}$, let us introduce (to simplify calculations) the notation

$$\dot{\mathbf{d}} = \lambda \mathbf{a}, \hspace{1cm} (4.87)$$

where $\lambda$ is a scalar variable. The tensor $\mathbf{a}$ can be arbitrarily normed, which norm now is

$$\text{tr} \mathbf{a}^2 = 1. \hspace{1cm} (4.88)$$

Thus instead of (4.86) we can use the function

$$\Phi = \Phi(\lambda^2) = g(\lambda). \hspace{1cm} (4.89)$$

It is obvious that the function $g(\lambda)$ has a physical meaning, but for the positive values of its variable; consequently, for negative $\lambda$ the function $g(\lambda)$ can be defined at will. It is plausible to assume $g(\lambda)$ differentiable at $\lambda = 0$. Then for a sufficiently small value of $\lambda$, $g(\lambda)$ can be approximated by its tangent, so the function

$$g = a\lambda \hspace{1cm} (4.90)$$

can be taken. Hence, with respect to equations (4.87) and (4.88), the form

$$\Phi = a(\text{tr} \dot{\mathbf{d}}^2)^{\frac{1}{2}} \hspace{1cm} (4.91)$$

is obtained, from which the constitutive relation

$$t = \frac{2a}{(\text{tr} \dot{\mathbf{d}}^2)^{\frac{3}{2}}} \dot{\mathbf{d}} \hspace{1cm} (4.92)$$

does follow. Introducing the notation

$$a\sqrt{2} = k, \hspace{1cm} (4.93)$$

the expression

$$t_0 = \frac{k\sqrt{2}}{(\text{tr} \dot{\mathbf{d}}^2)^{\frac{3}{2}}} \dot{\mathbf{d}} \hspace{1cm} (4.94)$$

is obtained for the stress, which is identical to the equation (3.31) of the ideal plastic body.

From the above results it is clear that Gyarmati’s local principle furnished with various approximations for the potential $\phi$ leads to the various theories of viscous flow or plasticity.

4.6.4. The generalized reciprocal relations and the generalization of Gyarmati’s principle for non-linear cases. The possibility of generalizing the reciprocal relations for non-linear constitutive equations has already been mentioned in section 4.5. dealing with the reciprocal relations and in section 4.6. describing Gyarmati’s variation principle. However, the practical value of the suggestions made there is doubtful. The reason for this is that neither the macroscopic
reversibility principle proposed by Meixner [109] nor the generalized reciprocal relations by Gyarmati and Li [66, 101] could be proved satisfactorily up to now, either theoretically or experimentally. Moreover, it is well known that the dynamic equations equivalent to the Guldberg-Waage equations for chemical reactions, which are regarded as prototypes of non-linear constitutive equations, definitely violate the general reciprocal relations of Gyarmati and Li, as well as Meixner’s macroscopic reversibility principle — at least in the case where we consider affinities the real driving force of chemical reactions in the non-linear region far from equilibrium. We cannot deal here with this very important problem which is at present in the limelight of non-linear thermodynamics, but the interested reader is referred to the literature on the subject [99].

Nevertheless, in what follows a generalization will be presented which is proved by strict mathematics and whose validity is not restricted if we have doubly continuously differentiable constitutive equations.

Start from the bilinear form of entropy production

\[ \sigma_s = \sum_i J_i X_i, \] (4.95)

but let us drop our usual notation, viz. that \( J_i \) stands for “current” and \( X_i \) for “force” of the process rate. Let \( X_i \) be the independent variable from among the canonically conjugate force and current and \( J_i \) the other variable characteristic for the \( i \)-th process. The independent variables should be chosen so that close to equilibrium — i.e. in the range of validity of the linear laws — only Onsager’s reciprocal relations should hold. We do not suppose the linearity of the constitutive equations, but require that they be doubly continuously differentiable with respect to \( X_i \)-s. The role of equilibrium state parameters is not restricted in the constitutive equations. For them, it may be written in a general way that

\[ J_i = J_i(X_1, X_2, \ldots; \Gamma_1, \Gamma_2, \ldots), \] (4.96)

where \( X_1, X_2, \ldots \) are the independent variables selected from the expression of entropy production. For brevity, let us now call them forces — \( \Gamma_1, \Gamma_2, \ldots \) are other local state parameters whose determination is not necessary at present. Let us then take function

\[ J_i = J_i(\lambda X_1, \lambda X_2, \ldots) \] (4.97)

depending on \( \lambda \) and expand it into a Taylor series with respect to the powers of \( \lambda \) and stop after the linear term. On writing also the remainder, expression

\[ J_i = \sum_k \frac{\partial J_i}{\partial X_k} \bigg|_0 X_k \lambda + \frac{1}{2} \sum_{k,j} \frac{\partial^2 J_i}{\partial X_k \partial X_j} \bigg|_0 X_k X_j \lambda^2 \] (4.98)

results, which at \( \lambda = 1 \), gives again constitutive equation (4.96). If the remainder is negligible, equation (4.98) is identical with Onsager’s linear laws and the derivatives included in it may be identified with the Onsager coefficients:

\[ \frac{\partial J_i}{\partial X_k} \bigg|_0 = L_{ik}^0 = L_{ki}^0 = \frac{\partial J_k}{\partial X_i} \bigg|_0. \] (4.99)
We note that reciprocal relations do not follow from the expression; their validity has been taken from the linear theory. Now, for brevity, we introduce coefficients

\[ l_{ijk} = \frac{1}{2} \frac{\partial^2 J_i}{\partial X_k \partial X_j} \bigg|_{\xi X_1, \xi X_2, \ldots} \tag{4.100} \]

Following from the nature of the Taylor series, derivatives should be taken at \( \xi X_1, \xi X_2, \ldots \) where \( \xi \) lies between 0 and 1 and whose actual value is determined by the structure of constitutive equation (4.96) and the actual values of the independent variables. (If more than one \( \xi \) is possible, the smallest should be chosen.) Now the constitutive equations may be written in form

\[ J_i = \sum_k L_{ik}^0 X_k + \sum_{j,k} l_{ijk} (X_r) X_j X_k \] \tag{4.101}

where coefficients \( l_{ijk} \) may also depend on \( X \); but on the basis of equation (4.100), correlations

\[ l_{ijk} = l_{ikj} \] \tag{4.102}

hold between them. Let us now introduce coefficients

\[ L_{ik} = L_{ik}^0 + \sum_j (l_{ijk} + l_{kji} - l_{jik}) X_j \] \tag{4.103}

for which, on the one hand, Onsager’s reciprocal relations of the linear theory are valid and, on the other hand, as a consequence of equation (4.102) generalized reciprocal relations

\[ L_{ik} = L_{ki} \] \tag{4.104}

hold. By using them, the constitutive equations may be written as

\[ J_i = \sum_k L_{ik} X_k = \sum_k L_{ik}^0 X_k + \sum_{j,k} l_{ijk} X_j X_k + \sum_{j,k} (l_{kji} - l_{jik}) X_j X_k \] \tag{4.105}

Since the last term on the right hand side is zero, equations (4.101) are obtained again.

Our results can be summarized as follows. The constitutive equations, also for non-linear cases, may be written in the form

\[ J_i = \sum_k L_{ik} X_k \] \tag{4.106}

where coefficients \( L_{ik} \) may depend also on \( X \), and between conductivity coefficients reciprocal relations

\[ L_{ik} = L_{ki} \]

hold if they are valid in the linear limiting case, i.e. close to equilibrium.

The selection of independent variables can be varied by a linear transformation of forces and currents which is formally analogous to that applied in the linear theory. This means that in the equation with the changed independent variables,
Casimir-type reciprocal relations also appear, similar to the linear theory. Of course, from the viewpoint of the validity of the generalized Onsager-Casimir reciprocal relations between coefficients $L_{ik}$, it is of no importance what the independent variables of the coefficients are. Since the determinant of the matrix constructed from coefficients $L_{ik}$ is positive at equilibrium, the constitutive equations are doubly continuously differentiable and thus the above determinant is a continuous function of the independent variables. From this it follows that the matrix constructed from coefficients $L_{ik}$ can be inverted in a wider range around equilibrium than the realm of linear laws. A similar consideration is applied for the principal minors of matrix $L_{ik}$; hence the homogeneous quadratic form using coefficients $L_{ik}$ remains positive definite.

The above generalization of Onsager’s reciprocal relations permits the writing of the Lagrange function belonging to Gyarmati’s principle provided by equation (4.77) in its usual form as

$$L = -\frac{1}{2} \sum_{i,k} R_{ik} \left( J_i - \sum_s L_{is} X_s \right) \left( J_k - \sum_s L_{ks} X_s \right)$$  \hspace{1cm} (4.107)

where numbers $R_{ik}$ again mean the elements of the reciprocal matrix. Since the homogeneous quadratic form constructed with coefficients $L_{ik}$ is positive definite — and, consequently, also that formed by coefficients $R_{ik}$ — the Lagrange function $L$ is always negative if constitutive equations (4.106) are not satisfied. If they are satisfied, $L$ is zero. This means, at the same time, that in the case of $X$ and $J$ values corresponding to the real process, $L$ is maximum — even an absolute maximum.

The Lagrange function can be reduced to its well-known simpler form by removing the parentheses:

$$L = \sum_i J_i X_i - \frac{1}{2} \sum_{i,k} L_{ik} X_i X_k - \frac{1}{2} \sum_{i,k} R_{ik} J_i J_k = \sigma - \Psi - \Phi.$$  \hspace{1cm} (4.108)

From this expression dissipation potentials may be determined as

$$\Psi = \frac{1}{2} \sum_{i,k} L_{ik} (X) X_i X_k, \quad \Phi = \frac{1}{2} \sum_{i,k} R_{ik} (X) J_i J_k.$$  \hspace{1cm} (4.109)

It is very important and striking that relative to the linear theory the only change is that dissipation potential $\Psi$ is not a quadratic function of $X$-s any more and potential $\Phi$ also depends on $X$-s. However, a significant difference is that although equality

$$\frac{\partial \Phi}{\partial J_i} = \sum_k R_{ik} (X) J_k = X_i$$  \hspace{1cm} (4.110)

holds also here, partial derivative

$$\frac{\partial \Psi}{\partial X_i} = \sum_i L_{ik} X_k + \frac{1}{2} \sum_{i,k} \frac{\partial L_{jk}}{\partial X_i} X_j X_k \neq J_i$$  \hspace{1cm} (4.111)

does not give the currents, since in this non-linear theory $\Psi$ cannot be regarded as a potential. It should also be noted that the problem of these derivatives becomes
even more complicated if X-s are not chosen as independent variables in the conduction coefficients, but this does not interfere with the validity of the variational principle.

The unchanged validity of the local form of Gyarmati’s principle in non-linear cases and the existence of an absolute maximum allows the integration of the local form with respect to time and space. Therefore we can say that the validity of the governing principle of dissipative processes whose basis is the integrated form of equation (4.108) with respect to space and time is not restricted to linear thermodynamics, but it is almost general since the requirement of its being doubly continuously differentiable is not a strong restriction from a physical point of view.

Recently a new variational principle was proposed [52, 53, 105] that gives the transport equations as Euler-Lagrange equations for the potential functions introduced. Nyíri showed out [122] that a particular form of Gyarmati’s variational principle is valid even if the constitutive equations are non-linear and no reciprocal relation holds in the linear approximation.

4.7. The wave approach of thermodynamics.

One of the newest generalizations of so-called classical irreversible thermodynamics based on the hypothesis of local equilibrium is the wave approach, which (apart from some ad hoc and special cases (Cattaneo, Vernotte)) has been elaborated in its most complete form strictly on the basis of Onsager’s theory by Gyarmati in 1977 [74]. The comprehensive practical applicability of this theory for temperature waves originating in solid bodies has been pointed out by Fekete [46], whereas its application and further development for diffusion, thermodiffusion and other phenomena has been credited to Bhattacharya [7].

The starting point of the wave approach is the recognition that the current densities of transport processes have inertia; thus part of the internal energy of the medium is a “kinetic” energy ascribable to these processes. In such cases the entropy of the medium is not a function exclusively of local equilibrium state parameters, but also includes an additive term depending in a homogeneous quadratic manner on current densities describing the rate of the processes. The main features of the method will be demonstrated on the example of heat conduction in solid bodies, but it must be emphasized that the procedure can be applied for any transport process. Even the simultaneous presence of several transport processes does not exclude its applicability, since Gyarmati’s wave theory of thermodynamics is, in fact, the direct and consequent generalization of the theory elaborated by Onsager and Machlup in 1951 for adiabatically closed systems with a “kinetic” energy for non-equilibrium continua [104, 126].

Consider a solid body whose mechanical motion is, for simplicity, negligible and in which heat conduction is the only transport process. The specific entropy of the medium, according to the above, is then

\[
s = s_0(u) - \frac{1}{2}mJ^2_t
\]  

(4.112)

where \(s_0(u)\) is the equilibrium entropy function and \(m\) a material constant characteristic for the inertia of heat current density. The actual form of entropy balance is now
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\[ \sigma_s = \varrho \dot{s} + \text{div} \left( \frac{1}{T} J_q \right) = \varrho \frac{1}{T} \left( \dot{u} - m J_q \dot{J}_q \right) + \frac{1}{T} \text{div} J_q + J_q \text{grad} \frac{1}{T} \]  

(4.113)

By utilizing the balance equation of internal energy

\[ \varrho \dot{u} + \text{div} J_q = 0, \]

(4.114)

we have for entropy production

\[ \sigma_s = J_q \left( -m \dot{J}_q + \text{grad} \frac{1}{T} \right) = J_q X_q \]

(4.115)

whence it is apparent that the force \( X_q \) adjoint to thermodynamic current \( J_q \) is

\[ X_q = \text{grad} \frac{1}{T} - m \dot{J}_q = X^0_q + Y_q \]

(4.116)

which now consists of two parts: the classical force belonging to heat conduction \( X^0_q \) and force \( Y_q = -m J_q \) belonging to the non-equilibrium state. This leads to the extension of the classical theory into the wave theory.

Until now, we have used the entropy picture, expedient for the discussion of the general theory, for providing the basic equation of temperature waves in solid bodies; it is, however, more appropriate to use the so-called Fourier picture, which was first elaborated for the wave theory by Fekete [46]. In this picture, instead of equation (4.115), we may write

\[ T^2 \sigma_s = -J_q (m^{**} \dot{J}_q + \text{grad} T) = J_q X^{**}_q \]

(4.117)

where we introduced the general force \( X^{**}_q \) and the material coefficient \( m^{**} = T^2 m \) from the Fourier picture. The constitutive equation of the process in linear approximation and according to the Fourier picture is

\[ J_q = \lambda X^{**}_q = -\lambda (m^{**} \dot{J}_q + \text{grad} T). \]

(4.118)

We obtain a clearer formula if we introduce the characteristic relaxation time \( \tau = \lambda m^{**} \), by use of which equation (4.118) transforms into the alternative form

\[ \tau \dot{J}_q + J_q = -\lambda \text{grad} T \]

(4.119)

The transport equation may be obtained by comparing equations (4.119) and (4.114):

\[ \varrho c (\tau \ddot{T} + \dot{T}) = \text{div} (\lambda \text{grad} T) \]

(4.120)

This differential equation of hyperbolic type is analogous to Kelvin’s telegraph equation which, at low frequencies, \( (\tau \ddot{T} \) is negligible as compared to \( \dot{T} \)), leads to the parabolic Fourier equation; whereas at high frequencies \( (\dot{T} \) is negligible as compared to \( \tau \ddot{T} \)), it transforms into the classical undamped wave equation.
An interesting feature of equation (4.120) is that it provides a maximum for the propagation velocity of temperature perturbation.

\[ v \leq \sqrt{\frac{\lambda}{\rho c \tau}} \] (4.121)

It is easy to see that the thermodynamic consideration outlined eliminates the contradiction existing between the classical Fourier equation and the finite propagation velocity required by the special theory of relativity.

This simple variant of the wave approach is easily identifiable with heat radiation in semitransparent media if the other ways of heat transport are negligible and the heat capacity of the medium is small. This is the case, for example, with nocturnal heat radiation through a wet atmosphere.

Let us consider here only a one-dimensional problem in which heat radiation passes through an absorbing medium upwards and downwards (Figure 4.1.). Assume further that the medium immediately radiates back the absorbed energy due to the isotropy of the medium, half of it upwards and the other half downwards. Let us write the balance equations for both components of the radiation in the case of a very thin layer with a thickness of \( \Delta x \), where \( x \) is the coordinate pointing upwards:

\[
J_u (x + \Delta x, t + \Delta x/v) = J_u(x, t) - a \Delta x J_u + \frac{e}{2} \Delta x
\]

\[
J_d (x, t + \Delta x/v) = J_d(x + \Delta x, t) - a \Delta x J_d + \frac{e}{2} \Delta x,
\] (4.122)

where \( J_u \) is the heat current density upward, \( J_d \) the same in the downward, \( a \) the absorption coefficient, and \( e \) the emission density.

The first equation expresses that upward radiation \( J_u \) decreases by \( a \Delta x J_u \) while passing through the distance \( \Delta x \) in a time of \( \Delta x/v \) due to the absorption in the medium, whereas it increases by \( \frac{e}{2} \Delta x \) owing to back-radiation. The second equation may be interpreted in the same sense. The condition that the medium radiates back the absorbed radiation immediately is reflected by equation

\[ e = a(J_u + J_d). \] (4.123)

On rearranging both equations, dividing them by \( \Delta x \) and letting \( \Delta x \to 0 \), we obtain

\[
\partial J_u/\partial x + \frac{1}{v} J_u = -a J_u + \frac{e}{2},
\]

\[
- \partial J_d/\partial x + \frac{1}{v} J_d = -a J_d + \frac{e}{2}.
\] (4.124)

Let us introduce notations now

\[ u = \frac{1}{v} (J_u + J_d), \quad J = J_u - J_d \] (4.125)

with which, considering also equation (4.123) from equation (4.124), we arrive at

\[
\dot{u} + \frac{\partial J}{\partial x} = 0, \quad \frac{1}{av} \dot{J} + J = -v \frac{\partial u}{a \partial x}.
\] (4.126)
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The first equation is identical with the balance equation of energy, since \( J \) is the resultant heat current density and \( u \) is the energy density according to the electromagnetic theory of radiation. If we now take into account that on the basis of the Stefan-Boltzmann law, the energy density of heat radiation is proportional to the fourth power of temperature, the second equation may be transformed into

\[
\tau \dot{J} + J = -\lambda \frac{\partial T}{\partial x}
\]  

(4.127)

where quantities

\[
\tau = \frac{1}{av}, \quad \lambda = \frac{v}{a} \frac{\partial u}{\partial T}
\]  

(4.128)

have been introduced. Equation (4.127) is obviously the one-dimensional variant of constitutive equation (4.119).

We shall now show that Gyarmati’s wave approach of thermodynamics may also be interpreted as a special case of the theory based on dynamic degrees of freedom elaborated in Chapter 4 of this book and applied for numerous rheological phenomena in later sections. For this, consider a medium whose only equilibrium state parameter is the specific internal energy and suppose that the non-equilibrium state of this medium can be characterized by a single \( \beta \)-type vectorial dynamic variable. The actual form of entropy is now

\[
s = s_0(u) - \frac{1}{2} \dot{\beta}^2
\]  

(4.129)

whereas entropy production is

\[
\sigma_s = J_q \text{grad} \left( \frac{1}{T} - \dot{\beta} \dot{\beta} \right).
\]  

(4.130)

When thinking in terms of the Fourier picture, we obtain

\[
T^2 \sigma_s = -J_q \text{grad} T - T \ddot{\beta} T \dddot{\beta}.
\]  

(4.131)
On writing Onsager’s laws with currents $J_q$ and $T\dot{\beta}$, we arrive at linear equation

$$
-\text{grad} T = R_{11} J_q + R_{12} T \dot{\beta},
$$

$$
-T \dot{\beta} = R_{21} J_q + R_{22} T \dot{\beta}
$$

(4.132)

for whose coefficients now Casimir’s reciprocal relations hold: $R_{12} = -R_{21}$. Obviously, in our case relations

$$
R_{11} > 0, R_{22} > 0, \quad R_{11} R_{22} + R_{12}^2 > 0
$$

(4.133)

should be satisfied, which express the law of entropy increase. The latter relations do not exclude the limiting case $R_{22} = 0$. In this case, from equations (4.132) the dynamic variable may easily be eliminated:

$$
-\text{grad} T = R_{11} J_q + R_{12}^2 \dot{J}_q.
$$

(4.134)

On introducing quantities

$$
\tau = \frac{R_{12}^2}{R_{11}} \text{ and } \lambda = \frac{1}{R_{11}}
$$

(4.135)

we may establish that the linear constitutive equation (4.134) of our theory based on the introduction of the new degrees of freedom transforms into the constitutive equation (4.119) of Gyarmati’s wave approach.

Thus we can summarize our result that the wave approach of Gyarmati may be regarded as a special case of our theory based on the use of the dynamic degrees of freedom. The reason is that in this case, the dynamic variables are identical with the current densities of transport processes — except for a linear transformation — as is readily seen from the comparison of equations (4.112), (4.115) and (4.129), and (4.130).

### 4.8. Transport of dynamic degrees of freedom.

Throughout this book, we assume that the expression for the current density of the entropy $J_s$, is identical with the expression valid for local equilibrium, which (in the simultaneous presence of heat conduction and diffusion) is

$$
J_s = \frac{1}{T} J_q - \sum_i \frac{\mu_i}{T} J_i.
$$

(4.136)

Outside local equilibrium, the unanimity of the coefficients of current densities is ensured by the canonical choice of dynamic variables; then

$$
\frac{1}{T} = \frac{\partial s}{\partial u} = \frac{\partial s_0}{\partial u}, \quad \frac{\mu_i}{T} = \frac{\partial s}{\partial c_i} = \frac{\partial s_0}{\partial c_i}
$$

(4.137)

This assumption — i.e. to postulate the validity of equation (4.136) — is, however, quite arbitrary, and its correctness is proved merely by the practical applicability of the relationships derived from it.
In what follows, we shall examine the consequences resulting from the rejection of this hypothesis. For simplicity the model of heat conduction in solid bodies will be used again for this purpose; however, it should be emphasized that this is only in order to simplify the calculations and considerations and that there is no difficulty in the simultaneous consideration of various transport processes in a completely general manner.

Let us take a solid body with specific internal energy as the only equilibrium state parameter, but in which the processes are to be characterized by dynamic variables. Then entropy may be given by

\[ s = s_0(u) - \frac{1}{2} \sum_i \xi_i^2. \]  

(4.138)

In the general form of the entropy balance given by

\[ \rho \dot{s} + \text{div} J_s = \sigma_s, \]  

(4.139)

\( J_s \) may now differ from the usual form \( J_s = \frac{1}{T} J_q \) and be

\[ J_s = \frac{1}{T} J_q + K, \]  

(4.140)

where vector \( K \) expresses the deviation from the formula valid in local equilibrium. Equation (4.140) may even be regarded as the definition for \( K \).

\( K \) is obviously zero in all cases when the medium is in local equilibrium; hence, we can say that \( K \) is a function of its variables whose value is zero if all the dynamic variables disappear. Based on this, \( K \) may be defined in the form

\[ K = -\sum_i J_i \xi_i \]  

(4.141)

where quantities \( J_i \) depend on the same variables as vector \( K \) and they are continuous if \( K \) is continuously differentiable. Dynamic coordinates \( \xi_i \) are treated here as if they were scalar quantities, but they can also be components of tensors of different orders. Entropy production can be obtained in the usual way by comparing equations (4.138), (4.139), (4.140) and (4.140):

\[ \sigma_s = \varrho \left( \frac{1}{T} \dot{u} - \sum_i \xi_i \dot{\xi}_i \right) + \frac{1}{T} \text{div} J_q + J_q \text{grad} \frac{1}{T} - J_i \text{grad} \xi_i - \xi_i \text{div} J_i. \]  

(4.142)

Let us now utilize the balance equation of internal energy given by equation (4.114) and rearrange the equation into the form

\[ \sigma_s = J_q \text{grad} \frac{1}{T} - \sum_i J_i \text{grad} \xi_i - \sum_i \xi_i (\varrho \dot{\xi}_i + \text{div} J_i). \]  

(4.143)

We will not write the linear laws although they are very important for applications. For the interpretation of the result derived, let us introduce correlation

\[ \varrho \dot{\xi}_i + \text{div} J_i = \sigma_{\xi_i} \]  

(4.144)
which is actually the balance equation of a certain extensive quantity. If this extensive quantity $\Xi_i$ is defined in the usual way as

$$\Xi_i = \int_V \rho \xi_i dV$$  \hspace{1cm} (4.145)$$

then it is obvious that vector $\mathbf{J}_i$ can be interpreted as the current density of the transport of extensive quantity $\Xi_i$. The form of entropy current density (4.140) is written as

$$\mathbf{J}_s = \frac{\partial s}{\partial u} \mathbf{J}_q + \sum_i \frac{\partial s}{\partial \xi_i} \mathbf{J}_i$$  \hspace{1cm} (4.146)$$

which may be considered the natural generalization of classical equation (4.136). Constitutive equations describing transport and source densities can be determined on the basis of the actual expression of entropy production (in linear theories, based on the forms of Onsager’s linear laws; in non-linear theories, according to those corresponding to the former).

All this proves unambiguously that the formalism of irreversible thermodynamics elaborated by Onsager does not fail for systems outside local equilibrium either. On the other hand, it is also important that Onsager’s works do not contain any explicit restrictions for the selection of the system of state parameters; thus it can be correctly stated that the possibility for introducing dynamic variables is a priori given in them.

### 4.9. Correlation between rational, entropy-less, extended and Onsager’s thermodynamics.

The rapid development of non-equilibrium thermodynamics which started in recent decades is still in progress and has produced a multitude of methods and theories. Though the theories in question use different methods, their common feature is that they are based on the main principles of thermodynamics and concern the irreversible processes taking place in nature.

In what follows, we attempt to outline the differences and correlations between these various approaches. Six more or less fundamental features are selected as the basis of comparison:

1. Which method is used for the determination of the momentary properties of a thermodynamic system?
2. What is its attitude towards non-equilibrium entropy?
3. How does it interpret entropy current?
4. How does it interpret entropy supply?
5. Does it consider the Onsager-Casimir reciprocal relations valid?
6. Does it use linear or non-linear constitutive equations?

For comparison, a continuum will always be considered and a sufficiently small (infinitesimal) part of it will be called a thermodynamic system.

All modern thermodynamic theories are motivated by thermostatics; however, the departure from equilibrium is a source of significant differences.

When classifying thermodynamic theories, special emphasis should be placed on traditional, often called classical irreversible thermodynamics. Its basic principles
and linear constitutive equations, together with the Onsager-Casimir reciprocal relations, have been experimentally proved in a wide range. The application range of the full theory is comparable with that of various fundamental disciplines of physics and chemistry, and even surpasses many of them, but it is still closely related to thermostatics. However, this theory deals only with systems not too far from equilibrium; thus, it can circumvent the difficulties of defining the non-equilibrium thermodynamic quantities by accepting the hypothesis of local equilibrium. This means, at the same time, that the local values of equilibrium state parameters determine the local properties of the thermodynamic system; entropy exists, which depends on the same variables in the same way as it does in equilibrium. Entropy current — except for diffusion — equals the ratio of heat current and temperature; constitutive equations are linear. More precisely, only Onsager’s theory operating with linear approximation may be considered a unified and experimentally proved theory. The most significant results in the field — theoretical elaboration and the practical application of traditional irreversible thermodynamics — have been achieved by Eckart [34], Meixner [109, 110], Prigogine, de Groot [59, 61] and Gyarmati [65-74].

The original works of Onsager [124-126] are deliberately omitted since they go significantly beyond the limits of local equilibrium. Onsager used the hypothesis of local equilibrium as one, but not the only method for circumventing the difficulties. For accuracy it should be noted that Onsager elaborated the general theory only for adiabatically closed, non-continuous systems; i.e., he did not deal explicitly with the thermodynamics of continua based on the general and exact basic principles of classical field theories. Therefore, in his basic works, he did not even postulate the validity of local equilibrium, at least not in a definite way. On the other hand, it is also true that the authors cited above while elaborating the irreversible thermodynamics of continua, also transgressed the frames of local equilibrium; moreover, Gyarmati’s wave approach is definitely based on the existence of the locally non-equilibrium entropy function [74].

In the course of the growing widespread application of irreversible thermodynamics, the framework set by local equilibrium proved to be too tight. A demand arose for the description of thermodynamic systems which are no longer characterized by the fields of traditional local state parameters, because even they are locally non-equilibrium in nature. There are two possibilities for the description of non-equilibrium states. One of them, which is used in this book, is based on the introduction of further variables (dynamic degrees of freedom). The modern theories using this approach are collectively called classical or extended irreversible thermodynamics [83, 112, 113].

Choosing another way to describe theories differing a priori from the basic principles and methods of the axiom-system which Onsager’s thermodynamics accepted (used and in every respect proved) are usually called “rational thermodynamics” [80, 152]. The basis of the method of rational thermodynamics is that the momentary properties of the thermodynamic system (a small enough cell of the medium) are determined by its interaction with its environment. Thus only the values of a few parameters describing this interaction have to be taken into account; however, not only in the given moment but also at any time prior to the actual moment. The role of state parameters is played by the functions providing these parameters,
and thus the constitutive equations (the determination of which for certain general classes of materials exclusively theoretically and “rationally” is the main goal of “rational thermodynamics”) become functionals. The efficiency of this method is illustrated to a certain extent by sections 3.3., 3.4. and 3.5.

The methods used in “extended irreversible thermodynamics” and “rational thermodynamics” are at first sight completely different. However, a deeper analysis shows that the differences are rather methodological than essential in nature. Namely, the two approaches become equivalent if we allow for infinite series of dynamic degrees of freedom for the characterization of non-equilibrium states in the extended theory. This equivalence can be best proved if Euclidean metrics is introduced in the field of functions representing the independent variables in the constitutive functionals of rational thermodynamics. In this case, the field of the above functions becomes a separable Hilbert space whose isomorphism with the $l^2$ space proves the equivalence of “extended irreversible thermodynamics” and “rational thermodynamics”. Not even the obviously superfluous combination of the two types of theory is missing from the literature [25].

With respect to the views on non-equilibrium entropy, the theories may be classified in four groups. We mention first the “entropy-less” thermodynamics (Meixner) according to which non-equilibrium entropy cannot be defined, at least unambiguously. In this case, entropy production cannot be interpreted either, and its positive character is replaced by Meixner’s fundamental inequality. The relationship between “entropy-less” thermodynamics and the method used in this book may be illustrated as follows. On substituting $\text{div} \, J_q$ into the equation of entropy production

$$\sigma_s = \text{div} \frac{J_q}{T} + \rho \dot{s} = J_q \text{grad} \frac{1}{T} + \frac{1}{T} \text{div} J_q + \rho \dot{s}_0 - \sum_i \rho \xi_i \dot{\xi}_i$$  \hspace{1cm} (4.147)

from the balance equation of internal energy

$$\rho \dot{u} + \text{div} J_q = \sigma_u$$  \hspace{1cm} (4.148)

we obtain for entropy production

$$\sigma_s = J_q \text{grad} \frac{1}{T} + \frac{1}{T} (\sigma_u - \rho \dot{u}) + \rho \dot{s}_0 - \sum_i \rho \xi_i \dot{\xi}_i$$  \hspace{1cm} (4.149)

If we divide this expression by the density and integrate it with respect to time, we arrive at

$$\int_{-\infty}^{t} \frac{1}{\rho} \sigma_s \, dt = \int_{-\infty}^{t} \left[ \frac{1}{\rho} J_q \text{grad} \frac{1}{T} + \frac{1}{T} \left( \frac{\sigma_u}{\rho} - \dot{u} \right) + \dot{s}_0 \right] \, dt - \frac{1}{2} \sum_i \xi_i^2 \geq 0.$$  \hspace{1cm} (4.150)

Here we assumed that the medium at its starting state was in equilibrium ($t = -\infty$), i.e. that the dynamic variables were zero at $t = -\infty$. Since the sum $\frac{1}{2} \sum \xi_i^2$ is always positive, inequality

$$\int_{-\infty}^{t} \left[ \frac{1}{\rho} J_q \text{grad} \frac{1}{T} + \frac{1}{T} \left( \frac{\sigma_u}{\rho} - \dot{u} \right) + \dot{s}_0 \right] \, dt \geq 0$$  \hspace{1cm} (4.151)
4.9. CORRELATION BETWEEN ...

should hold. In this inequality, no non-equilibrium entropy is included; thus its validity can also be required if we postulate that unambiguous entropy can only be defined in equilibrium. From this fundamental inequality, surprisingly, far-reaching conclusions can be drawn [109].

The remaining three groups of theories do not deny the existence of non-equilibrium entropy. (All these theories derive their results from the inequality reflecting the positive nature of entropy production. The rational thermodynamic theories normally do not explicitly refer to entropy production and call the inequality written for its actual form Clausius-Duhem inequality.) Theories of the first group postulate the existence of non-equilibrium entropy as well as its additivity similar to equilibrium entropy. This method is characteristic for the majority of “rational thermodynamic” theories [23, 121, 152].

Theories in the second group only slightly differ from those in the first one. Non-equilibrium entropy exists also here and is additive; however, its existence is not given a priori. In these theories entropy is a derived quantity similar to thermostatics. The shortcomings of these theories originate from the insufficiently convincing arguments in the course of the various derivations of entropy that often lead also to different results [31, 132, 155].

In the theories of the third group entropy is not an additive quantity, entropy production density cannot be interpreted, and the inequality representing the second law of thermodynamics may only be written for the whole of the medium. Their fault is that they are in contradiction with the results obtained by statistical methods; and by the assumption of interactions not being local, they reject the principle of local action successfully applied since the activity of Faraday.

Our third aspect for comparing the various theories is the form of entropy current. In this respect, three cases can be distinguished.

In theories of the first type, correlation

\[
\mathbf{J}_s = \frac{1}{T} \mathbf{J}_q \quad \frac{1}{T} \neq \frac{\partial s}{\partial u}
\]  

(4.152)

holds similar to traditional irreversible thermodynamics based on the hypothesis of local equilibrium.

In the second type, the current of entropy remains parallel to the heat current; however, the coefficient is not the temperature as it is in thermostatics, i.e.

\[
\mathbf{J}_s = \frac{1}{T} \mathbf{J}_q \quad \frac{1}{T} \neq \frac{\partial s}{\partial u}
\]  

(4.153)

where \( T \) is the so-called non-equilibrium temperature.

Finally, in the third type, the entropy current is not necessarily parallel to the heat current:

\[
\mathbf{J}_s = \frac{1}{T} \mathbf{J}_q + \mathbf{K} \quad \frac{1}{T} = \frac{\partial s}{\partial u}
\]  

(4.154)

It should be noted that at present very great confusion exists with both the different theories and their nomenclature. There are authors who call only theories characterizable by equation (4.154) “extended irreversible thermodynamics”.

It is noteworthy that the “entropy-less” thermodynamics of Meixner — though it does not interpret explicitly any entropy current — belongs to the second type.
The aspects discussed so far characterize the essential differences between the various types of modern thermodynamic theories; however, it is worthwhile to mention the problem of entropy supply as well.

In several theories it is usual to introduce the concepts of heat and entropy supply. In these theories the internal energy balance has the form

\[ \dot{\rho}u + \text{div} \mathbf{J}_q = \sigma_u + r, \tag{4.155} \]

where \( r \) is the so-called heat supply, which may be, e.g., the heat taken up by radiation in unit volume and time. By analogy, the entropy balance is also extended:

\[ \dot{\rho}s + \text{div} \mathbf{J}_s = \sigma_s + r_s, \tag{4.156} \]

where \( r_s \) is e.g. the entropy transfer by radiation. On the basis of the correlation between entropy supply and heat supply, the theories can be classified in three groups:

\[
\begin{align*}
    r_s &= \frac{1}{T} r, & \frac{1}{T} &= \frac{\partial s}{\partial u}, \tag{4.157} \\
    r_s &= \frac{1}{T} r, & \frac{1}{T} &\neq \frac{\partial s}{\partial u}, \tag{4.158} \\
    r_s &= \frac{1}{T} r + k, & \frac{1}{T} &= \frac{\partial s}{\partial u}, \tag{4.159}
\end{align*}
\]

respectively, where \( k \) is analogous to \( K \) in equation (4.154).

These alternative correlations are analogous to the formulae concerning entropy current. This question will not be discussed in detail, since the introduction or non-introduction of heat and entropy supply is not a fundamental question; in many cases, however, it is very convenient for describing the phenomena, as the heat arriving at a certain point (e.g. radiation) may be included in heat current \( \mathbf{J}_q \).

The acceptance or rejection of Onsager-Casimir reciprocal relations is also a difference of minor importance (part of the experts of rational thermodynamics reject them owing to the lack of an exact phenomenological proof) since their existence is a fact which can be checked experimentally. On the other hand, the history of the theory of liquid crystals demonstrates that the Onsager-Casimir reciprocal relations can be added to a theory later on as Parodi has done with Leslie’s theory [131].

The question of linearity vs. non-linearity is mentioned last. This also belongs to the problems of minor importance, since the experts using linear theories are aware that the linear constitutive laws are only approximations; however, in quasi-linear theories using non-constant material coefficients, these approximations are very good, indeed, and with few exceptions satisfy the demand of practical applications. The strictly non-linear theories are also often capable of producing results experimentally provable and practically applicable only up to a linear approximation. They are similarly valid for certain modern theories of mixtures, which consider the simultaneous existence in space and time of superimposed continua. Their classification according to the above aspects is double: other regularities are true for the individual component continua than for their ensemble [4].
CHAPTER V

THERMODYNAMICS OF DEFORMATION.
SYSTEMS CLOSE TO EQUILIBRIUM

Although we have expounded the foundation of thermodynamics using a fairly involved (even though far from general) model of continuous media, we present here the thermodynamics of deformations for less complicated media, as this simplification does not prevent demonstration of the general characteristics of the method. The entropy production expressed in equation (4.42) pertains to anisotropic systems in which heat conduction, conduction of electricity and transport of internal moment of momentum take place, and electric and magnetic polarization phenomena and also deformation occur. Such a general examination of various interactions is rather laborious. Therefore, we are going to study bodies of constant composition in which macroscopic electric and magnetic phenomena are absent and the couple-stress is a zero tensor. In most cases we shall presume isotropic media and assume that they continue being isothermal during motion. We shall return to some of the neglected interactions later on.

5.1. Media in local equilibrium.

First, we shall treat media which during their motion, remain in the state of local equilibrium. According to this condition, specific internal energy \( u \) and deformation tensor \( \mathbf{d} \) will be sufficient for the complete description of the state of the medium. Specific entropy \( s \) and entropy production density \( \sigma_s \) have the forms

\[
\begin{align*}
  s &= s(u, \mathbf{d}) \quad (5.1)
\end{align*}
\]

and

\[
\begin{align*}
  T\sigma_s &= \left[ t^s + \varrho T d \frac{\partial s}{\partial \mathbf{d}} \right] : \frac{1}{2} \left( \mathbf{dd}^{-1} + \mathbf{d}^{-1} \mathbf{d} \right), \quad (5.2)
\end{align*}
\]

respectively. Equation (5.2) was obtained by reducing equation (4.42). Because of the lack of internal moment of momentum, zero torque and zero couple-stress (the former due to the absence of electromagnetic phenomena; see equation (2.50)), Cauchy’s stress tensor becomes symmetric:

\[
\mathbf{t} = t^s
\]

(see equation (2.45); superscript \( s \) will be neglected for this reason). Generalized fluxes and forces in equation (5.2) are

\[
\begin{align*}
  \mathbf{J} &= \frac{1}{2} (\mathbf{dd}^{-1} + \mathbf{d}^{-1} \mathbf{d}) \quad \text{and} \quad \mathbf{X} = \mathbf{t} + \varrho T d \frac{\partial s}{\partial \mathbf{d}} \quad (5.3)
\end{align*}
\]
respectively. Since in our case both the thermodynamic force and the thermodynamic current density are symmetric tensors of second order, we have six independent scalar components for each.

First, we examine the case of equilibrium ensured by the conditions

\[ J = \frac{1}{2}(\dd d^{-1} + d^{-1}\dd) = 0 \quad \text{and} \quad X = t + \varrho T d \frac{\partial s}{\partial d} = 0. \]  

(5.4)

The second of these equations gives us the sense of \( \frac{\partial s}{\partial d} \), namely

\[ \frac{\partial s}{\partial d} = -\frac{1}{\varrho T}d^{-1}t. \]  

(5.5)

This equation, however, holds in equilibrium only. In order to arrive at a graphic description we introduce the notation

\[ t^e = -\varrho T d \frac{\partial s}{\partial d} \]  

(5.6)

and, using it, rewrite equation (5.5) as

\[ t^e = t. \]  

(5.7)

Since the entropy depends on the variables \( u \) and \( d \) only, the same holds for its derivatives; e.g., for \( t^e \),

\[ t^e = t^e(u, d). \]  

(5.8)

Comparing equations (5.7) and (5.8) we see that \( t^e \) is the stress in an equilibrium state characterized by energy \( u \) and deformation \( d \). In the literature it is usually referred to as “equilibrium (or elastic) stress”. For the description of systems outside equilibrium, it is practical to introduce the tensor

\[ t^v = t - t^e \]  

(5.9)

which is called viscous stress. Since in equilibrium

\[ t^v = 0, \]

zero viscous stress can be considered as a condition for equilibrium. Substituting \( t^e \) into equation (5.2), we obtain the entropy production density as

\[ \sigma_s = \frac{1}{2T}(d^{-1}t^v + t^v d^{-1}) : \dd = \frac{1}{2T}t^v : (\dd d^{-1} + d^{-1}\dd) \]  

(5.10)

and, in the energy picture, the energy dissipation as

\[ T \sigma_s = t^v : \frac{1}{2}(\dd d^{-1} + d^{-1}\dd) = t^v : (\text{Grad } v)^s. \]  

(5.11)
In linear theory the components of the viscous stress tensor $t''$ are homogeneous linear functions of the components of tensor $(\text{Grad } v =)^*$, as expressed in isotropic media, by the well-known \cite{61, 70} linear constitutive equations

$$t'' = \eta[\text{Grad } v + (\text{Grad } v)^T] + \eta_v \text{ div } v \delta$$

(5.12)

where $\eta$ and $\eta_v$ are coefficients of shear and volume viscosity, respectively. The relations

$$\eta > 0 \quad 2\eta + 3\eta_v > 0$$

(5.13)

hold, since entropy production is always positive. Owing to isotropy, Onsager’s reciprocal relations are trivially satisfied.

Finally, in the case of an isotropic medium in local equilibrium, Cauchy’s stress tensor is given by the relation

$$t = t^c(u, d) + \eta[\text{Grad } v + (\text{Grad } v)^T] + \eta_v \text{ div } v \delta$$

(5.14)

where $\eta$ and $\eta_v$ may depend on $u$ and $d$, in the general case. It is important to mention that inequalities (5.13) must always be satisfied and dependence on $u$ can be reformulated as dependence on the temperature. At first sight, equation (5.14) seems to be unambiguous; however, we must keep in mind that the choice of the reference configuration had not been made so far. The equation describing the behavior of the medium under fixed experimental conditions must be expected to give the same stress independent of the choice of the reference configuration. However, owing to the change of the forms of the functions $t^c(d)$, $\eta(d)$, and $\eta_v(d)$, the actual form of equation (5.14) will depend on the choice of reference configuration. An unsuitable choice can result in an unreasonably complicated form of equation (5.14).

Concerning the choice of the reference configuration, let us assume that for every medium at least one configuration exists where the stress tensor will become zero if the configuration is maintained for a sufficiently long period. In order to realize the existence of such a state free from stress let us cut out a fairly small portion of the medium and, put it into an environment of the same temperature. It is supposed that this environment is in equilibrium and no forces act upon the sample. Sooner or later, the sample will reach a certain state of equilibrium. Its configurations in this equilibrium state are usually denominated “undeformed configurations”. The use of the plural is justified by the fact that there are no preferred directions in the environment; consequently, during rotation, equilibrium is conserved. Properties of the sample of an anisotropic medium, however, are relevantly changed by rotation.

5.1.1. Equilibrium of solids. In media at rest $d = 0$. If a state free of stress has been chosen for reference configuration, equation (5.14) reduces to

$$t = t^c(d)$$

(5.15)

which, due to isotropy of the medium takes the analogous form

$$t^* = t^c(d^*)$$

(5.16)
in another reference frame. In equation (5.16),
\[
\mathbf{t}^* = \mathbf{Q} \mathbf{t} \mathbf{Q}^T \quad \text{and} \quad \mathbf{d}^* = \mathbf{Q} \mathbf{d} \mathbf{Q}^T
\]
(5.17)

and \( \mathbf{Q} \) is the orthogonal tensor of the change of frame (see chapter 3.4). In other words, function \( \mathbf{t}^e(\mathbf{d}) \) satisfies the identity
\[
\mathbf{Q} \mathbf{t}^e(\mathbf{d}) \mathbf{Q}^T = \mathbf{t}^e(\mathbf{Q} \mathbf{d} \mathbf{Q}^T)
\]
(5.18)

for any orthogonal tensor \( \mathbf{Q} \), i.e., \( \mathbf{t}^e(\mathbf{d}) \) is a so-called isotropic function that can, in any case, be written as
\[
\mathbf{t}^e(\mathbf{d}) = f_1 \delta + f_2 \mathbf{d} + f_3 \mathbf{d}^2
\]
(5.19)

where \( f_1, f_2 \) and \( f_3 \) are scalar-valued functions dependent on the scalar invariants of tensor \( \mathbf{d} \). The functions \( f_1, f_2 \) and \( f_3 \) cannot be arbitrary because, according to equation (5.6), function \( \mathbf{t}^e(\mathbf{d}) \) is derived from the scalar-valued function \( \varrho T \mathbf{s}(\mathbf{d}) \), and, therefore, the identity
\[
-\varrho T \frac{d \mathbf{s}(\mathbf{d})}{dt} = \left( \mathbf{d}^{-1} \mathbf{t}^e \right) : \mathbf{d} + f_2 \mathbf{d} + f_3 \mathbf{d} : \mathbf{d}
\]
(5.20)

must be satisfied whatever be the value of \( \mathbf{t}^e(\mathbf{d}) \). The conditions for this can be obtained by elementary, though laborious, calculations, as follows. Substituting the scalar invariants of tensor \( \mathbf{d} \), i.e.,
\[
\begin{align*}
J_1(\mathbf{d}) &= \text{tr} \mathbf{d} = d_1 + d_2 + d_3 \\
J_2(\mathbf{d}) &= \frac{1}{2} (\text{tr} \mathbf{d})^2 - \frac{1}{2} \mathbf{d} : \mathbf{d} = d_1d_2 + d_2d_3 + d_1d_3 \\
J_3(\mathbf{d}) &= \det \mathbf{d} = d_1d_2d_3
\end{align*}
\]
(5.21)

we can rewrite equation (5.20) as
\[
-\varrho T \left[ \frac{\partial \mathbf{s}}{\partial J_1} \text{tr} \mathbf{d} + \frac{\partial \mathbf{s}}{\partial J_2} \text{tr} \mathbf{d} \text{tr} \mathbf{d} - \mathbf{d} : \mathbf{d} \right] + \frac{\partial \mathbf{s}}{\partial J_3} J_3 \mathbf{d}^{-1} : \mathbf{d} = f_1 \mathbf{d}^{-1} : \mathbf{d} + f_2 \text{tr} \mathbf{d} + f_3 \mathbf{d} : \mathbf{d}
\]

and since \( \mathbf{d} \) and \( \mathbf{d} \) can be chosen arbitrarily, we obtain the equations
\[
\begin{align*}
f_1 &= -\varrho T J_3 \frac{\partial \mathbf{s}}{\partial J_3} \\
f_2 &= -\varrho T \left( \frac{\partial \mathbf{s}}{\partial J_1} + J_1 \frac{\partial \mathbf{s}}{\partial J_2} \right) \\
f_3 &= \varrho T \frac{\partial \mathbf{s}}{\partial J_2}
\end{align*}
\]
(5.22)

Using the equality of the mixed second partial derivatives, we finally obtain inter-relations between \( f_1, f_2 \) and \( f_3 \). It must be remembered that \( \varrho \) and \( T \) change in
the course of deformation. Derivation of the relations can be made easier by introducing the free energy in the case of isothermal systems. Media for which equation (5.19) — non-linear in \(d\) — holds are termed hyperelastic materials. A well-known example is the rubber elasticity where equation (5.19) takes the form

\[
t^e = f_1 \delta + \mu d^2
\]

(5.23)

In the case of such a model rubber \(f_2 = 0\) and \(f_3 = \mu = \text{constant}\). (Further details of hyperelasticity will not be treated here.)

According to the chosen stress-free reference state, function (5.19) is zero if \(d = \delta\), i.e. in the absence of deformation. In the case of small deformations, function (5.19) is well approximated by a function linear in the components of \(d\):

\[
t^e = \lambda \text{tr}(d - \delta) \delta + 2\mu (d - \delta)
\]

(5.24)

and in equation (5.24) we have Hooke’s law of elasticity. Its familiar form

\[
t^e = 2\mu \varepsilon + \lambda \Theta \delta
\]

(5.25)

is obtained by the substitutions

\[d - \delta = \varepsilon \quad \text{and} \quad \text{tr} \varepsilon = \Theta.\]

**5.1.2. Motion of solids.** If the solid moves, a stress proportional to the rate of deformation will be added to the equilibrium stress \(t^e\) as it is seen from equation (5.14). Restricting the treatment to small deformations, we certainly may neglect the dependence of \(\eta\) and \(\eta_v\) on deformation. Therefore, according to equation (5.24), equation (5.14) becomes

\[
t = 2\mu (d - \delta) + \lambda \text{tr}(d - \delta) \delta + 2\eta (\text{Grad} \mathbf{v})^S + \eta_v \text{div} \mathbf{v} \delta
\]

(5.26)

For this reason, the stress can be split into two parts. One is linear in \(d - \delta\) describing deformation, the other one is homogeneous linear function of deformation rate \((\text{Grad} \mathbf{v})^S = \mathbf{d}^t\). We have here a full analogy to equation (3.20). Therefore, identity of a solid in local equilibrium with Kelvin body is affirmed.

**5.1.3. Motion of fluids.** Reference configurations free of stress will be used in the treatment of motion of liquids and gaseous media, too. Relations for fluids can be obtained by adaptation of those valid for solids taking Pascal’s law into account, i.e., the isotropic nature of the equilibrium stress tensor:

\[
t^e = -p \delta
\]

(5.27)

This is equivalent to \(f_2 = f_3 = 0\) in the general formula (5.19). Thus, according to equation (5.22), the entropy merely depends on \(J_3(d)\) (but not on the two other invariants). In other words, the entropy is a function of volume change only (and, of course, of the internal energy) as seen from equation (1.37). Consequently, in the case of fluids instead of equation (5.1) we have the simpler equation

\[s = s(u, v)\]

(5.28)
where $v$ denotes specific volume that is related to tensor $d$ by

$$v = v_0 \det d,$$  \hspace{1cm} (5.29)

(see equation (1.37)). Thus, from (5.28) we obtain

$$\frac{\partial s}{\partial d} = v \frac{\partial s}{\partial v} d^{-1}$$  \hspace{1cm} (5.30)

and, using (5.6)

$$t^e = -\rho T d v \frac{\partial s}{\partial v} d^{-1} = -T \frac{\partial s}{\partial v} \delta.$$  \hspace{1cm} (5.31)

Comparing equations (5.27) and (5.31) we arrive at the well-known relation

$$p = T \left( \frac{\partial s}{\partial v} \right)_u.$$  \hspace{1cm} (5.32)

For moving isotropic fluids in local equilibrium, Cauchy’s stress tensor takes the form

$$t = -p^e(u, v) \delta + \eta [\text{Grad } v + (\text{Grad } v)^T] + \eta_v \text{ div } v \delta$$  \hspace{1cm} (5.33)

that is the material equation for a Navier-Stokes fluid. Substituting equation (5.33) into Cauchy’s equation of motion (2.15), we obtain the fundamental equation of the hydrodynamic theory of viscous fluids, i.e., Navier-Stokes’ equation. Together with the equation of conservation of mass, this is a complete set of differential equations:

$$\frac{\rho}{\rho_0} \frac{dv}{dt} = -\text{grad } p^e(u, v) + \eta \Delta v + (\eta + \eta_v) \text{ grad div } v + \rho f$$

$$\frac{dp}{dt} + \rho \text{ div } v = 0.$$  \hspace{1cm} (5.34)

Out of fluid motions those without volume change are of distinguished importance. For such cases the term “incompressible fluids” is used. The point of the matter is that very small change in the specific volume (or density) involves significant change of equilibrium stress or, conversely, stresses occurring during motion generate negligible changes in density. That is the reason for the use of the term “incompressible”. In the case of motion without volume change, the Navier-Stokes equations take the simple form

$$\frac{\rho}{\rho_0} \frac{dv}{dt} = -\text{grad } p + \eta \Delta v + \rho f$$

$$\text{div } v = 0.$$  \hspace{1cm} (5.35)

The fact that the pressure $p$ in equation (5.35) is not identical to the equilibrium pressure function $p^e(u, v)$ does not involve any problem; together with the solution of equations (5.35), the value of $p$ is also obtained as a function of position and time.
Due to the structure of equations describing motion of incompressible fluids and also due to the properties of isotropic functions, it is reasonable to express Cauchy’s stress as the sum of two tensors:

\[ t = -p\delta + t_D \]  \hspace{1cm} (5.36)

\( \text{tr} \ t_D = 0 \).

Equations (5.36) imply the relation

\[ p = -\frac{1}{3} \text{tr} \ t \]  \hspace{1cm} (5.37)

where \( p \) is the scalar pressure and \( t_D \) the deviatoric stress. Using these, we may rewrite equation (5.14) as

\[ -p = -p^e(u, d) + \left( \frac{2}{3} \eta + \eta_v \right) \text{div} \ v \]  \hspace{1cm} (5.38)

where

\[ (\text{Grad} \ v)^{s0} = \frac{1}{2} \text{Grad} \ v + \frac{1}{2} (\text{Grad} \ v)^T - \frac{1}{3} (\text{div} \ v)\delta \]  \hspace{1cm} (5.39)

denotes the symmetric and trace free part of the velocity-gradient which is related to tensor \( d_0 \) introduced towards the end of section 1.2. Combination of equations (1.46), (1.47) and (1.48) leads to

\[ \text{Grad} \ v = \dd d^{-1} + \omega \]  \hspace{1cm} (5.40)

and hence

\[ \text{Grad} \ v + (\text{Grad} \ v)^T = \dd d^{-1} + d^{-1} \dd. \]  \hspace{1cm} (5.41)

Further, by the use of equation (1.51) and of \( \lambda_v \) and \( d_0 \) as introduced in equation (1.38)

\[ \text{Grad} \ v + (\text{Grad} \ v)^T = 2\dot{\lambda}_v\lambda_v^{-1} + \dd d_0^{-1} + d_0^{-1} \dd \]  \hspace{1cm} (5.42)

is obtained, which combined with equation (1.52) leads to

\[ \text{div} \ v = \text{tr}(\text{Grad} \ v) = 3\dot{\lambda}_v\lambda_v^{-1} = \frac{1}{v} \frac{dv}{dt} \]

\[ (\text{Grad} \ v)^{s0} = \frac{1}{2}(\dd d_0^{-1} + d_0^{-1} \dd). \]  \hspace{1cm} (5.43)

The second of equations (5.43) becomes very simple if the present configuration is selected as reference configuration, for then we have \( d_0 = \delta \) and hence \( (\text{Grad} \ v)^{s0} = \dd \). The last equation is an approximation in the case of small deformations while, however, high degrees of volume change and rotation are allowed. In these cases the second of equations (5.38) is rewritten and, for the stress deviator,

\[ t_D = t'_D + \eta(\dd d_0^{-1} + d_0^{-1} \dd) \]  \hspace{1cm} (5.44)

is obtained and, for the special case of fluids,

\[ t_D = 2\eta \dd. \]  \hspace{1cm} (5.45)

Equation (5.45) can very advantageously be used in the study of incompressible liquids where the equation pertaining to the scalar pressure is of no use.

As it appears from equation (5.45), the deviatoric part of stress for a fluid in local equilibrium is proportional to the rate of deformation. In other words, a fluid in local equilibrium is identical to the rheological Newton body.
5.2. Material symmetry.

Let us now turn to some details and questions pertaining to equivalent reference configurations. In the case of most media for any reference configuration, we may find another one that is equivalent to the first. In other words, properties of and processes in the medium will be unchanged if the motion is preceded by another one leading to a configuration equivalent to the original. In order to present a more exact formulation, we shall consider two equivalent reference configurations whose position vectors should be denoted by \( X \) and \( X^* \). The corresponding two deformation-gradient tensors will be represented by \( x \) and \( x^* \). Equivalence of the two reference configurations means that the quantities characterizing the medium are not affected by the exchange of \( x \) and \( x^* \). The motion connecting the two reference configurations is described by the tensors \( x^{-1}x^* \) and \( x^*x^{-1} \), respectively. We call these tensors symmetry operations of the medium pertaining to its given configuration.

Let us now study some properties of symmetry operations.

**Theorem 1:** Symmetry operations belonging to a given configuration constitute a group.

For the proof of this, it is enough to show that (a) the inverse of any symmetry operation is a symmetry operation, too, and (b) the product of any two symmetry operations is also a symmetry operation. The associative law is guaranteed by the fact that symmetry operations are non-degenerate tensors of order two and the unit element is a symmetry operation which can be associated with any configuration \((x^* = x)\).

Interchanging configuration \( x \) with an equivalent one, say \( x^* \), we can see that the inverse of the symmetry operation exists, for

\[
s = x^{-1}x^*, \quad x^*-1x = (x^{-1}x^*)^{-1} = s^{-1}.
\]  

We show now that symmetry operations belonging to equivalent configurations are identical. Equations

\[
x^* = xs_1 \quad \text{and} \quad x^{**} = xs_2
\]  

(5.47)

can be given as forms of the deformation gradients belonging to any actual configuration. In equations (5.47) \( s_1 \) and \( s_2 \) are two given symmetry operations; \( x \) is the deformation gradient pertaining to the chosen reference configuration while \( x^* \) and \( x^{**} \) pertain to the configurations resulting from the chosen one by the use of \( s_1 \) and \( s_2 \), respectively. Since \( s_1^{-1} \) is a symmetry operation as well, a configuration equivalent to the chosen one exists, and the deformation gradient belonging to this equivalent configuration is

\[
x' = xs_1^{-1}
\]  

(5.48)

Therefore, we have

\[
s_1s_2 = (x'^{-1}x)(x'^{-1}x^{**}) = x'^{-1}x^{**} = s,
\]  

(5.49)

i.e., the relation we wanted to prove.
Theorem 2: Symmetry operations are unimodular tensors. Using the rules for the multiplication of determinants and considering equation (1.36), we have

\[ \det s = \frac{\det x^*}{\det x} = \frac{v_0^*}{v_0} \] (5.50)

where \( v_0 \) and \( v_0^* \) are the volumes belonging to the respective configurations paired by \( s \). The absolute values of \( v_0 \) and \( v_0^* \) must be equal; otherwise, the volume of the body could be unlimitedly reduced by repeated application of \( s \) or \( s^{-1} \), without any change of the properties of the medium. This, however, contradicts the law of conservation of matter.

Replying upon the theorems just proved, we may declare that the symmetry group pertaining to any configuration is a subgroup of the unimodular group. Symmetry groups belonging to two different non-equivalent configurations, though different, are, of course, similar. Let the motion coupling the two different configurations \( K \) and \( K' \) be \( A \) and the symmetry operation belonging to configuration \( K \) be \( s \). Configuration \( K \) will be transformed into \( K' \) by \( A \) and into \( K_1 \) by \( s \). However, \( K_1 \) is equivalent to \( K \); thus \( A \) will transform configuration \( K_1 \) into \( K_1' \) equivalent to \( K' \). Therefore, \( AsA^{-1} \) is a symmetry operation belonging to configuration \( K' \), for it transforms \( K' \) into \( K \) and the latter into \( K_1 \) and finally into \( K_1' \) which is equivalent to \( K' \).

Media can be classified according to the properties of their symmetry groups. If the symmetry group of the medium is similar to some subgroup of the orthogonal group we will call the medium a solid. If the symmetry group includes the orthogonal group, the medium will be called isotropic. If the symmetry group of the medium and the complete unimodular group coincide, the medium will be named isotropic liquid. It should be mentioned that the unimodular group includes proper subgroups not similar to any part of the orthogonal group. Such symmetry groups characterize liquid crystals. A detailed descriptive account of the possible symmetry groups is a rather difficult task and, in spite of important results (Wang [162]), unsolved so far.

5.3. Anisotropy by deformation.

In solids, deformation may lead to anisotropy even if the reference configuration is isotropic. Deformation anisotropy occurs in viscous phenomena, too. Then, viscous stress must be expressed by homogeneous linear relations more intricate than equation (5.12). Their general form is rather complicated and follows the symmetry of tensor \( d \). If the deformation is small enough, the linear terms of the power series of the coefficients with respect to the components of \( d \) will be sufficient. The form of the linear relations expressing the viscous stress can easily be derived from Gyarmati’s principle by the use of the dissipation potential \( \Phi(J) \) defined by equation (4.61). The reader is reminded here that thermodynamic current is equal to the symmetric part of the velocity gradient, while the thermodynamic force is identical to the viscous stress as defined by the second of equations (5.3). Dissipation potential \( \Phi(J) \) is a homogeneous quadratic function of the components of tensor \( J \) and, by means of coefficients \( R_{ik} \) in equation (4.61), depends also on \( d \). Owing to isotropy of the chosen reference configuration, \( \Phi \) is an isotropic function
of its variables. If we think that an expression linear in \( d \) is satisfactory, we shall write
\[
\Phi(J, d) = \Phi_0(J) + \Phi_1(J) : d. \tag{5.51}
\]
Since both the scalar-valued function \( \Phi \) and the symmetric tensor-valued function \( \Phi_1 \) are homogeneous, quadratic and isotropic functions of the tensor \( J \), the following forms can be given for \( \Phi_0 \) and \( \Phi_1 \):
\[
\Phi_0 = \frac{1}{2} c_1 (\text{tr} J)^2 + \frac{1}{2} c_2 J : J \tag{5.52}
\]
\[
\Phi_1 = \left[ \frac{1}{2} c_3 (\text{tr} J)^2 + \frac{1}{2} c_4 J : J \right] \delta + c_5 (\text{tr} J) J + c_6 J^2
\]
where \( c_1, c_2, c_3, c_4, c_5, \) and \( c_6 \) are material constants depending exclusively on temperature. Combining equations (5.51) and (5.52), we obtain
\[
\Phi = \frac{1}{2} c_1 (\text{tr} J)^2 + \frac{1}{2} c_2 J : J + \frac{1}{2} \left[ c_3 (\text{tr} J)^2 + c_4 J : J \right] \text{tr} d + c_5 (\text{tr} J) J : d + c_6 J^2 : d \tag{5.53}
\]
Hence, owing to the general relation (4.64) for the viscous stress as thermodynamic force, we arrive at
\[
\tau_v = (c_1 \text{tr} J + c_3 \text{tr} d) \text{tr} J + c_5 d : J \delta + c_5 J d + (c_2 + c_4 \text{tr} d) J + c_6 (d J + J d). \tag{5.54}
\]
In an undeformed state (\( d = \delta \)), this expression must reduce to equation (5.14). Thus we have the relations
\[
c_1 + 3c_3 + 2c_5 = \eta_v \]
\[
c_2 + 3c_4 + 2c_6 = 2\eta. \tag{5.55}
\]
Concerning equation (5.54), we have to remember that it is not more than the sum of the first terms in a power series. Therefore, it will be reliable only if tensor \( d \) does not differ much from the unit tensor. It must also be taken into account that relations approximated by power series, like equation (5.54), may have different physical senses depending on the choice of currents and forces, since this choice, as the choice of any quantity to the description of material processes, is more or less arbitrary. Entropy production, for example, is always a product of current and force. However, concerning the process of deformation for the resolution of entropy production into currents and forces, equation (5.2) is not the only possibility. Since \( \tilde{d} \) also can be taken as the rate of the material process and,
\[
T \sigma_s = \tau_v : \frac{1}{2} (\tilde{d} d^{-1} + d^{-1} \tilde{d}) = \frac{1}{2} (\tau_v d^{-1} + d^{-1} \tau) : \tilde{d} \tag{5.56}
\]
the choice
\[
X^* = \frac{1}{2} (\tau_v d^{-1} + d^{-1} \tau); \quad J^* = \tilde{d} \tag{5.57}
\]
is as permitted as (5.3). The two choices are related by the equations
\[
X^* = \frac{1}{2} (X d^{-1} + d^{-1} X) \tag{5.58}
\]
\[
J = \frac{1}{2} (J^* d^{-1} + d^{-1} J^*),
\]
5.4. HEAT CONDUCTION AND DEFORMATION.

5.4.1. Thermoelasticity. We proceed now to the study of deformation in the simultaneous processes of mechanical motion and heat conduction. While for the specific entropy, we have equation (5.1) as before, equation (5.2) of the entropy production must be extended according to non-zero temperature gradient. Specialization of the general equation (4.42) leads to

\[ T\sigma_s = -J_q \frac{1}{T} \text{grad} T + (t - t^e) : \frac{1}{2}(\dd d^{-1} + d^{-1}\dd) \]  

(5.59)

where for small deformations we take

\[ \frac{1}{2}(\dd d^{-1} + d^{-1}\dd) \approx \dd. \]  

(5.60)

By the choice

\[ X_q = -\frac{1}{T} \text{grad} T; \quad J_q; \]
\[ X_d = t - t^e = t^v; \quad J_d = \dd \]

(5.61)

for thermodynamic forces and currents, we have the linear “laws” as

\[ J_q = -\frac{1}{T} L_{qq} \text{grad} T = -\lambda_q \text{grad} T \]  

(5.62)

and

\[ X_d = t^v = 2\eta J_d + \eta_v (\text{tr} J_d)\delta = 2\eta \dd + \eta_v \text{div} \text{v}\delta, \]  

(5.63)

since in an isotropic body the third order tensors of the material coefficients relating vectorial currents to second-order tensorial forces vanish for symmetry reasons. As equation (5.63) shows, the temperature does not occur explicitly in the expression of viscous stress. Heat conduction influences viscous phenomena to the extent that the material constants \(\eta\) and \(\eta_v\) in equation (5.63) depend on temperature and, accordingly, on position and time. An impact of viscous motion on heat conduction exists as well, since the dissipation of power occurs as a source term in the balance equation of internal energy.

The case will be of practical importance if the deformation is so slow that viscous stress can be neglected. Then, deformation may be considered as exclusively owing
to temperature change. And for the stress, we have (in terms of temperature instead of internal energy)

$$t = t^e(T, d).$$  \hspace{1cm} (5.64)

A stressless reference configuration corresponding to uniform temperature independent of position is a suitable choice. For small deformations, equation (5.64) can be well approximated by the linear relation

$$t^e = 2\mu(d - \delta) + \lambda \mathrm{tr}(d - \delta)\delta - (2\mu + 3\lambda)\alpha_T(T - T_0)\delta$$  \hspace{1cm} (5.65)

where $T_0$ is the reference temperature and $\alpha_T$ the linear dilatation coefficient of the medium. Equation (5.65) is the fundamental equation of thermoelasticity and the immediate generalization of Hooke’s law (see equation (5.24)). In some cases also viscous stress must be taken into account and heat conduction as well. As an example, calculation of the attenuation of acoustic waves should be mentioned.

**5.4.2. Propagation of sound waves in media in local equilibrium.** In order to simplify calculations pertaining to sound waves, we assume small deviations of the particles from their equilibrium position. The state of the medium in the absence of propagating acoustic waves will be chosen as reference configuration. This state will be assumed isothermal and stresses leading to anisotropy excluded. Owing to small motions with respect to the reference configuration, the motion function (1.4) can be rewritten in the form

$$x = X + \tilde{\xi}(X, t)$$  \hspace{1cm} (5.66)

where $\tilde{\xi}(X, t)$ is the displacement. The deformation gradient is approximated, in this case, as

$$x = \delta + \frac{\partial \tilde{\xi}}{\partial X} \approx \delta + \mathrm{Grad}\tilde{\xi}.$$  \hspace{1cm} (5.67)

Hence, using the relations

$$[\delta + (\mathrm{Grad}\tilde{\xi})^s][\delta + (\mathrm{Grad}\tilde{\xi})^a] \approx \delta + \mathrm{Grad}\tilde{\xi}$$  \hspace{1cm} (5.68)

and

$$[\delta + (\mathrm{Grad}\tilde{\xi})^a][\delta - (\mathrm{Grad}\tilde{\xi})^a] \approx \delta$$

we arrive at

$$d = \delta + (\mathrm{Grad}\tilde{\xi})^s; \hspace{1cm} R = \delta + (\mathrm{Grad}\tilde{\xi})^a.$$  \hspace{1cm} (5.69)

The last three relations hold in linear order. $(\mathrm{Grad}\tilde{\xi})^s$ is the symmetric; $(\mathrm{Grad}\tilde{\xi})^a$ the antisymmetric part of the displacement gradient. The system of equations describing wave propagation is derived from: the internal energy balance equation (4.26), the Fourier law of heat conduction (5.62), the equation of viscous stress (5.63), Cauchy’s equation of motion (2.15), the actual expression for equilibrium stress by neglect of some terms and linearization with respect to the components of $\tilde{\xi}$. Since we need not distinguish the time derivatives of different kinds, they will be denoted by a point. For simplification we shall use the notations

$$d - \delta = \varepsilon, \hspace{1cm} T - T_0 = \Theta.$$  \hspace{1cm} (5.70)
where \( T_0 \) is the temperature in the reference state.

Comparing the balance equation of internal energy with Fourier’s law, we obtain the equations describing acoustic phenomena in the form

\[
\rho \dot{u} = \lambda_0 \Delta T + t^e : \dot{\varepsilon} \tag{5.71}
\]

where the term \( t^e : \dot{d} \), since it is quadratic, was omitted. Expressing the time derivative of internal energy by the time derivatives of temperature and of deformation tensor \( \varepsilon \), i.e.,

\[
\dot{u} = c_v \dot{T} + \left( \frac{\partial u}{\partial \varepsilon} \right)_T : \dot{\varepsilon} \tag{5.72}
\]

and for \( \frac{\partial u}{\partial \varepsilon} \) substituting the well-known thermostatic relation

\[
\left( \frac{\partial u}{\partial \varepsilon} \right)_T = v \left( t^e - T \frac{\partial t^e}{\partial T} \right) \tag{5.73}
\]

and substituting equation (5.72) into (5.71) we arrive at

\[
\rho c_v \dot{\Theta} - T_0 \frac{\partial t^e}{\partial T} : \dot{\varepsilon} = \lambda_0 \Delta \Theta \tag{5.74}
\]

which is at least partly an equation of transport character. In order to obtain the complete form of the transport equation, we have to find the explicit form of the second term on the left hand side, using an explicit expression for \( t^e \). To this end, we use an analogous method as in the case of equation (5.65), considering, however, that our reference state is not free of stress. Thus, we may write

\[
t^e = t^0 + 2 \mu \varepsilon + \lambda (\text{div } \tilde{\varepsilon}) \delta - (2 \mu + 3 \lambda) \alpha_T \Theta \delta \tag{5.75}
\]

where \( t^0 \) is the stress in the reference state. Partially differentiating with respect to \( T \) (\( \varepsilon = \text{constant} \)) and introducing the result into equation (5.74) we have

\[
\rho c_v \dot{\Theta} + 2 \mu \varepsilon + 3 \lambda \alpha_T T_0 \text{div } \tilde{\varepsilon} = \lambda_0 \Delta T. \tag{5.76}
\]

Cauchy’s stress is obtained by the addition of equations (5.75) and (5.12):

\[
t = t^0 + 2 \mu \varepsilon + \lambda \text{div } \tilde{\varepsilon} \delta - (2 \mu + 3 \lambda) \alpha_T \Theta \delta + 2 \eta \dot{\varepsilon} + \eta_v \text{div } \tilde{\varepsilon} \delta \tag{5.77}
\]

Substituting this into equation (2.15) we arrive at the differential equation describing the propagation of sound waves in non-isothermal systems

\[
\rho \ddot{\xi} = \mu \Delta \xi + (\mu + \lambda) \text{grad div } \dot{\xi} - (2 \mu + 3 \lambda) \alpha_T \text{grad } \Theta + \eta \Delta \xi + (\eta + \eta_v) \text{grad } \dot{\xi}. \tag{5.78}
\]

It is important to remark that the body is at rest in the reference state and, consequently,

\[
0 = \text{Div } t^0 + \rho f. \tag{5.79}
\]
Equation (5.79) was used in the derivation of equation (5.78). Equations (5.76) and (5.78) form a system of differential equations for acoustic phenomena in non-isothermal systems.

The dispersion relations can be obtained from these equations by the use of plane-wave solutions. Substituting the “ansatz”

\[
\Theta = \Theta_0 e^{i(kr - \omega t)}
\]
\[
\xi = \xi_0 e^{i(kr - \omega t)}
\]

(5.80)

into equations (5.76) and (5.78), we obtain

\[
- i\omega \rho c_v \Theta + (2\mu + 3\lambda)\alpha T_0 \omega k^2 \Theta - \rho \omega^2 \xi = - \lambda q k^2 \Theta - \rho \omega^2 \xi = -(\mu - i\omega \eta) k^2 \xi - [(\lambda + \mu) - i\omega (\eta + \eta_v)] k (k^2 \xi) - (2\mu + 3\lambda)\alpha T_0 k \Theta.
\]

(5.81)

From these equations we have

\[
\omega^2 = \frac{\mu - i\omega \eta}{\rho} k^2_{\perp}
\]

(5.82)

for the transversal wave \((k\xi = 0)\) and

\[
\rho \omega^2 = k^2_{||} \left[ (2\mu + \lambda) - i\omega (2\eta + \eta_v) + \frac{(2\mu + 3\lambda)^2 \alpha T_0^{\omega}}{\rho c_v \omega + i\lambda q k^2_{||}} \right]
\]

(5.83)

for the longitudinal wave, the latter one being rather involved. We see that the propagation velocity of the transversal waves is not affected by heat conduction whose influence, however, upon the propagation velocity of longitudinal waves can be very relevant, particularly in the range of high frequencies.
CHAPTER VI

THERMODYNAMICS OF DEFORMATION.
SYSTEMS FAR FROM EQUILIBRIUM

In the preceding chapter the motion of media in local equilibrium was studied. The possible form of the stress tensor derived from the linear theory of non-equilibrium thermodynamics shows that media in local equilibrium always behave as a Kelvin body or, in the case of fluids, as a Newtonian fluid. The constitutive equation (5.14) will describe the behavior of a rheological Kelvin body in principle, if the stiffness of the spring and the viscosity of the dashpot in the mechanical model depends on deformation (see Figure 6.1).

The derived equations, however, do not reflect the multifariousness of the actual behavior of media occurring in practice. To cite an instance, in the case of media containing macromolecules, equation (5.14) does not explain the decrease of viscosity with the increasing deformation rate or, similarly, it does not account for thixotropy and plastic behavior. Such phenomena indicate that during their motion certain media often cease to remain in the state of local equilibrium and microscopic (dissipative) structures develop in them which extend their influence to the macroscopic behavior of the medium. Clearly, determining the developing stress we have to take into account the presence of dissipative structures. This prerequisite condition is met by formal introduction of dynamic variables even if deeper knowledge on the physical nature of the non-equilibrium structure of the medium is lacking. However, we do not drop forever the endeavor to understand the physical meaning of the dynamic variables introduced and we do not consider them as “hidden variables”, hidden for ever. Soon, we shall be able to draw conclusions concerning macroscopic manifestations of the dynamic variables if some of their main mathematical properties are known. We do not abandon this advantage in spite of the fact that the physical nature of the applied dynamic variables is temporarily unidentified.
In order to simplify the calculations we restrict the treatment to isotropic and isothermal media without diffusion, chemical reactions, transport of moment of momentum, macroscopic electric and magnetic phenomena. Dynamic variables, however, are indispensable for the description of non-equilibrium states. The dynamic variables will be assumed not to have transport and to be symmetric second order tensors. The latter assumption corresponds to the fact that, owing to isotropy, other tensorial quantities have no impact on the relation between stress and deformation, at least not in linear order.

6.1. Bodies with a single dynamic variable.

A medium should be considered whose equilibrium states are determined by internal energy \( u \) and deformation tensor \( d \). To the characterization of the non-equilibrium states, a symmetric zero trace second order tensor — as dynamic variable — is required as well.

In light of section 4.3., by suitable choice of the dynamic variable, we can always arrive at the form

\[
s = s_0(u, d) - \frac{1}{2} \xi : \xi
\]

(6.1)

for the specific entropy as function of the independent variables. In equation (6.1) \( s_0(u, d) \) is the equilibrium specific entropy and \( \xi \) the dynamic variable. The entropy production can be obtained as a particular form of equation (4.36), i.e.

\[
T \sigma_s = \left( t + \rho T d \frac{\partial s}{\partial d} \right) \cdot \frac{1}{2} \left( dd^{-1} + d^{-1} d \right) - \rho T \xi : \ddot{\xi}.
\]

(6.2)

The choice

\[
J_1 = \frac{1}{2} \left( dd^{-1} + d^{-1} d \right), \quad J_2 = \sqrt{\rho T} \xi
\]

(6.3)

for the thermodynamic fluxes will turn out to be very useful. The conjugate thermodynamic forces are read off from equation (6.2) as

\[
X_1 = t + \rho T d \frac{\partial s_0}{\partial d}; \quad X_2 = -\sqrt{\rho T} \xi
\]

(6.4)

The odd choice of current \( J_2 \) is explained by the relation

\[
J_2 = -\ddot{X}_2
\]

(6.5)

for isothermal constant-volume motions that are of high practical importance. The usefulness of equation (6.5) will turn out in calculations later on. It should be emphasized, however, that this choice has no principal reasons. It is merely aimed to simplify relations to be derived.

In equilibrium, both the currents and the forces are zero; consequently, owing to vanishing of \( X_1 \) we may conclude that equation (5.5) holds. Introducing the equilibrium stress tensor \( t^e(u, d) \) and, according to equation (5.9), for the viscous stress \( t^v \) we obtain \( X_1 = t^v \). In this case we may rewrite Onsager’s linear laws in the general form

\[
J_1 = L_{11} : X_1 + L_{12} : X_2
\]

\[
J_2 = L_{21} : X_1 + L_{22} : X_2
\]

(6.6)
6.1. BODIES WITH A SINGLE DYNAMIC VARIABLE.

where \( L_{11}, L_{12}, L_{21} \) and \( L_{22} \) are fourth order tensors reflecting the symmetry of the medium, satisfying the Onsager-Casimir reciprocal relations and depending on the local state variables \( u, d \) and \( \xi \).

This form of the Onsager relations may involve rather complicated relationships. Attention should be drawn here to the misleading nature of the term “linear laws”. Naming equations in (6.6) “linear laws” we mean that thermodynamic currents are linear functions of the thermodynamic forces where the coefficients still may depend on the local state variables. It must be remembered, however, that in our special case, thermodynamic force \( X_2 \) is proportional to the dynamic local variable \( \xi \) (see equation (6.4)). In general, any dependence of the coefficient of the “linear laws” on the dynamic variable enables us to describe essential non-linearities even in systems far from equilibrium. Attention should be paid to the fact that the sharp boundary between quasi-linearity and strict non-linearity prevailing in media in local equilibrium becomes resolved in systems far from equilibrium by the existence of dynamic variables.

Not far from equilibrium, media present a simpler situation to us since dependence of the conductivity coefficients on the dynamic variable may be neglected. In this case, the “linear laws” represented by equation (6.6) are inherently linear in the thermodynamic sense of the word, namely, linear in the thermodynamic forces. The differential equations derived from them, however, are non-linear ones in the mathematical sense. The calculations to be carried out later on will illustrate this comment. In any case, the expression “linear laws” obviously originates from tradition rather than from the mathematical structure of these relationships. Returning from philosophy to the subject, we shall show that relations (6.6) can be utilized in description of rather complicated motion forms. Let us begin with the simplest model of the motion of incompressible fluids.

6.1.1. Motion of incompressible fluids. In a description of the motion of fluids, specific internal energy and specific volume can suitably be selected as equilibrium state variables (see subsection 5.1.3.). If the volume change of the fluid is negligible, the present configuration can be taken as reference configuration. As integration of the equation of motion shows, the negative equilibrium pressure can be identified with the spherical part of Cauchy’s stress tensor (see equation (5.27)), and the trace of viscous stress is zero. Thermodynamic current \( J_1 \) (see equation (6.3)) is a zero-trace tensor as well and, owing to the above mentioned choice of reference configuration, takes the form

\[
J_1 = \dot{d}. \tag{6.7}
\]

Let us presume that the medium is not so far from equilibrium that the dependence of the conductivity coefficients on the dynamic variable has to be taken into account. Then, linear laws (6.6) reduce to the simpler form

\[
\dot{d} = L_{11} t^v - L_{12} \sqrt{\varrho T} \xi \\
\sqrt{\varrho T} \dot{\xi} = L_{21} t^v - L_{22} \sqrt{\varrho T} \xi \tag{6.8}
\]

where, in this case, coefficients \( L_{11}, L_{12}, L_{21} \) and \( L_{22} \) depend purely on the temperature. With respect to reciprocal relation, two cases can be distinguished. In the
first case variable $\xi$ is an even function of time and Onsager’s reciprocal relation hold. In the other one, $\xi$ is an odd function of time and Casimir’s reciprocal relation is valid. Since, at present, isothermal constant-volume motions are our subject, we shall profitably use variables $\alpha$ and $\beta$, respectively, where

$$\sqrt{\rho T} \xi = \begin{cases} \alpha & \text{if } \xi \text{ is an even type variable} \\ \beta & \text{if } \xi \text{ is an odd type variable} \end{cases}$$

(6.9)

type variable. Instead of equation (6.8) we have in the first case

$$\dot{d} = L_{11} t^v - L_{12} \alpha$$
$$\dot{\alpha} = L_{12} t^v - L_{22} \alpha$$

(6.10)

and, in the second case

$$\dot{d} = L_{11} t^v - L_{12} \beta$$
$$\dot{\beta} = -L_{12} t^v - L_{22} \beta$$

(6.11)

The motion-stress relationship

$$\tau_t \ddot{t}^v + t^v = 2 \eta (\tau_d \ddot{d} + \dot{d})$$

(6.12)

is obtained from equations (6.10) and (6.11) by eliminating the respective dynamic variable and by the use of the notations

$$\tau_t = \frac{L_{11}}{L_{11} L_{22} + L_{12}^2}; \quad \tau_d = \frac{1}{L_{22}}; \quad 2\eta = \frac{L_{22}}{L_{11} L_{22} + L_{12}^2}.$$  

(6.13)

In the formulae of $\tau_t$ and $2\eta$ the negative sign should be taken in the case of $\alpha$ and the positive one in that of $\beta$. Substituting equation (6.12) into Cauchy’s equation of motion, we obtain the differential equation which, together with the initial condition

$$\dot{d} = \frac{\tau_t}{2\eta \tau_d} t^v,$$  

(6.14)

describes the motion of the medium. Equation (6.14) will hold if the motion starts from local equilibrium or from complete rest, as can be derived from equations (6.10) and (6.11), respectively, and equations (6.13). The other initial and boundary conditions will not be discussed here, since they are well known from classical hydrodynamics.

It is important to mention that equation (6.12) can experimentally be checked for real media whose material coefficients $\tau_t$, $\tau_d$ and $\eta$ can be measured. Starting from the defining equations (6.13), we can easily show that the important relation

$$\frac{1}{\tau_t} = \frac{1}{\tau_d} \pm \frac{L_{12}^2}{L_{11}}$$

(6.15)

holds. From equation (6.15) we see that $\tau_t > \tau_d$ for a dynamic variable of type $\alpha$ and $\tau_t < \tau_d$ for a $\beta$-type dynamic variable. Thus, to the question as to which type ($\alpha$ or $\beta$) of dynamic variable should be used, an answer can be given based
Let us turn now to small-amplitude oscillations in media where, owing to the absence of convection, material and partial time derivatives are equal. Using the complex formulation of subsection 3.3.3. we get

\[ \tau_t p t^v + t^v = 2\eta(\tau_d p^2 d + p d) \] (6.16)

or resolved for the stress

\[ t^v = 2\eta p \frac{\tau_d p + 1}{\tau_t p + 1} d = 2Y(p) d. \] (6.17)

The complex modulus,

\[ Y(p) = \eta \frac{\tau_d p}{\tau_t} + \frac{p}{\eta(\tau_t - \tau_d) + p(\tau_t + 1)} \] (6.18)

is identical with the complex viscosity of the generalized Maxwell body (see equation (3.72) if \( \tau_t > \tau_d \), i.e., if the dynamic variable is of \( \alpha \) type. The corresponding mechanical model is given in Figure 6.2, where from the parameters we may see that the model cannot be used for \( \beta \) type (\( \tau_t < \tau_d \)) dynamic variables. Beyond that, it can be shown that in this case, none of the mechanical models usual in of rheology can be used.

The derivative of the complex modulus of any model of rheology with respect to \( p \) is a positive real number, if \( p \) is real. Let us confirm this. From equation (6.17) we see that

\[ \frac{dY(p)}{dp} = \frac{\tau_d p^2 + 2\tau_d p + 1}{(\tau_t p + 1)^2} \] (6.19)

which, for real \( p \) values, will be positive if the numerator on the right does not vanish, i.e. if the discriminant

\[ 4\tau_d^2 - 4\tau_d \tau_t = 4\tau_d(\tau_d - \tau_t) < 0 \] (6.20)
corresponding to \( \alpha \)-type dynamic variable \((\tau_t > \tau_d)\) since \(\tau_d > 0\).

The case \(\tau_t = \tau_d\) should be mentioned here, too. Then, according to equation (6.15), \(L_{12}^2 = 0\), i.e., the dynamic variable cannot be excited as can be seen from the second of equations (6.10) and (6.11), respectively, by substitution of \(L_{12} = 0\). Then, the fluid behaves as newtonian provided that it has already been in equilibrium or is aged enough to reach zero dynamic degree of freedom. Its model is a simple dashpot.

However, we need not drop the advantage of the mechanical model even in the case of \(\beta\) type dynamic variables if we introduce a new element in addition to those current in rheology. Its behavior is described by the relation

\[
\sigma = \Theta \ddot{\varepsilon}
\]  

(see Figure 6.3) and it can be realized by a high-inertia though zero-mass fly wheel with the axis between two parallel planes. Acceleration does not require considerable force while the force required for stretching is described by equation (6.21). Rewriting the complex modulus in the form

\[
Y(p) = \eta p + \frac{1}{\eta(\tau_d - \tau_t)p} + \frac{1}{\eta(\tau_d - \tau_t)p^2}
\]  

we see that the behavior of the medium can be described by the model shown in Figure 6.4.
6.1. Shear flow of liquids. Let us investigate now the shear-flow of liquids whose motion is described by equation (6.12). First we treat steady flow. Using the rectangular coordinates $x_1, x_2, x_3$ and assuming rectilinear shear flow, i.e. taking

$$v_1 = \kappa x_2; \quad v_2 = v_3 = 0$$  \hspace{1cm} (6.23)

for the velocity field, we obtain

$$\mathbf{\tilde{d}} = \frac{\kappa}{2} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad \mathbf{\omega} = \frac{\kappa}{2} \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (6.24)

and hence

$$\mathbf{\tilde{d}} = \frac{\kappa^2}{2} \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (6.25)

$$\mathbf{\tilde{t}}^v = \frac{\kappa}{2} \begin{bmatrix} -2t_{12}^v & t_{11}^v - t_{22}^v & -t_{23}^v \\ t_{11}^v - t_{22}^v & 2t_{12}^v & t_{13}^v \\ -t_{23}^v & t_{13}^v & 0 \end{bmatrix}$$

Inserting these into equation (6.12) we arrive at a matrix equation with the component equations

$$-\tau_t \kappa t_{12}^v + t_{11}^v = -\eta \tau_d \kappa^2$$

$$\tau_t \frac{\kappa}{2} (t_{11}^v - t_{22}^v) + t_{12}^v = \eta \kappa$$

$$-\tau_t \frac{\kappa}{2} t_{23}^v + t_{13}^v = 0$$

$$(6.26)$$

$$\tau_t \frac{\kappa}{2} t_{13}^v + t_{23}^v = 0$$

$$\tau_t \kappa t_{12}^v + t_{22}^v = \eta \tau_d \kappa^2$$

$$t_{33}^v = 0.$$  \hspace{1cm}

Equation (6.26) can easily be solved for the elements of the extra stress tensor. By combination we obtain: from the third and fourth equations $t_{13}^v = t_{23}^v = 0,$ and from the first and fifth equations $-t_{22}^v = t_{11}^v.$ Inserting this last relation into the second equation and combining it with the first one we finally obtain

$$t_{12}^v = \frac{\eta \kappa}{1 + \tau_t \kappa^2} \frac{1 + \tau_d \kappa^2}{1 + \tau_t \kappa^2} \quad t_{11}^v = \frac{\eta (\tau_t - \tau_d) \kappa^2}{1 + \tau_t \kappa^2} = -t_{22}^v$$  \hspace{1cm} (6.27)

in complete correspondence with the description given in section 3.5. Thus, we may summarize that from the linear thermodynamic theory we have derived the viscometric functions (shear and normal stresses)

$$\tau = \frac{\eta \kappa}{1 + \tau_t \kappa^2} \frac{1 + \tau_d \kappa^2}{1 + \tau_t \kappa^2} \quad \sigma_1 = -\sigma_2 = \frac{\eta (\tau_t - \tau_d) \kappa^2}{1 + \tau_t \kappa^2}$$  \hspace{1cm} (6.28)

which are plotted in Figures 6.5 and 6.6. We see that in the instance $\tau_t > \tau_d$ (i.e. dynamic variable of type $\alpha$) the Ostwald diagrams treated in subsection 3.3.7 are
well represented by the shear stress calculated above. After having determined the shear stress function and thus the values of $\eta$, $\tau_t$, and $\tau_d$ by viscometric measurements we can calculate the normal stress functions by the use of equation (6.28). Since we can determine the quantities in equation (6.12) if we know the functions $t^v$, $\dot{d}$ and $\omega$ and their first time derivatives, it is obvious that a medium with a single dynamic variable is a simple liquid (see section 3.4) and the functions in (6.28) are really viscometric functions applicable to any viscometric flow.
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**Figure 6.5**
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**Figure 6.6**
6.1. BODIES WITH A SINGLE DYNAMIC VARIABLE.

6.1.3. Complex-number treatment for shear flow. For the velocity field given in equation (6.23), in row 3 and column 3 of the matrices of the tensors in equation (6.12), all elements are zero. This fact can be used to simplify the calculations carried out in section 3.2 even if shear rate changes in time. The order of the matrices can, namely, be reduced from $3 \times 3$ to $2 \times 2$ by omitting the third rows and third columns. Moreover, it is sufficient to use one row or one column instead of the matrices, since they are zero-trace and, with the exception of $\omega$, symmetric matrices. The objective derivatives

$$\begin{bmatrix} a & b \\ b & -a \end{bmatrix}^o = \begin{bmatrix} \dot{a} - \kappa b & \dot{b} + \kappa a \\ \dot{b} + \kappa a & -\dot{a} + \kappa b \end{bmatrix}$$

(6.29)

can be calculated by the use of the substitutions

$$\begin{bmatrix} a & b \\ b & -a \end{bmatrix} \Longleftrightarrow [b \ a]$$

(6.30)

where for the ordered array $(b, a)$ the operation of addition and multiplication with a number is defined as in matrix algebra. The material time derivative can be calculated as follows (see equation (6.29))

$$(b, a)^o = (\dot{b}, \dot{a}) + \kappa (a, -b)$$

(6.31)

or, projected onto complex numbers

$$(b, a) \leftrightarrow b - ia$$

$$(b, a)^o \leftrightarrow (\dot{b} - ia) + i\kappa(b - ia).$$

(6.32)

By the last correspondence the calculations will become very simple if complex numbers are used instead of the second columns of the $2 \times 2$ matrices [76, 157]. Thus, in steady state, equation (6.12) takes the form

$$\tau t^i \kappa t^v + t^v = 2\eta [\tau_d(i\kappa)^2 d + i\kappa d]$$

(6.33)

where the tensorial notation refers to complex numbers. The complex number corresponding to the stress tensor is easily obtained from equation (6.33). Before turning to the calculation of $t^v$ let us substitute $p$ for $i\kappa$

$$t^v = 2\eta \frac{\tau_d p + 1}{\tau_i p + 1} \dot{d},$$

(6.34)

Formula (6.34) is completely analogous to relation (6.14) valid for small-amplitude oscillations; hence: the viscometric functions of shear flow as functions of the shear rate on the one side and the real and imaginary parts of the shear stress as functions of the angular frequency in the case of small-amplitude oscillations, on the other side, have the same forms [28].

The complex treatment introduced here makes the calculations very easy. This is very useful in complicated cases as, e.g., in the cases of shear flow with changing
shear rate or of media needing several dynamic variables for description. Steady shear flow should be taken as a first example and it should be shown how simple the calculation of the dynamic variable from equation (6.10) becomes. The complex form of equation (6.10) is

\[
\dot{d} = L_{11} \tau^v - L_{12} \alpha \\
i \kappa \alpha = L_{12} \tau^v - L_{22} \alpha
\]\n
(6.35)

hence

\[
\alpha = \frac{L_{12}}{L_{11}L_{22} - L_{12}^2 + iL_{11} \kappa} \dot{d}.
\]\n
(6.36)

Substituting the notations of equation (6.13) we obtain

\[
\alpha = \frac{\sqrt{2\eta(\tau_t - \tau_d)}}{1 + i\tau_t \kappa} \dot{d}.
\]

Since, according to equation (6.24), \( \dot{d} \) has the real value \( \kappa/2 \), the canonical form of \( \alpha \) is

\[
\alpha = \frac{\sqrt{2\eta(\tau_t - \tau_d)}}{1 + (\tau_t \kappa)^2/2} \frac{1 - i\kappa \tau_t \kappa}{1 + (\tau_t \kappa)^2/2}
\]\n
(6.37)

and the matrix of the tensor is

\[
\alpha = \frac{\sqrt{2\eta(\tau_t - \tau_d)}}{1 + (\tau_t \kappa)^2/2} \begin{bmatrix}
\frac{\kappa^2}{2} & \frac{\kappa}{2} & 0 \\
\frac{\kappa}{2} & -\frac{\kappa^2}{2} & \tau_t \\
0 & 0 & 0
\end{bmatrix}
\]\n
(6.38)

6.1.4. Transient stress. The complex-variable treatment can be well exploited in tracing transient processes. For illustration, development of shear stress is determined in the process of sudden emergence of shear flow. Let the velocity field be given by equation (6.23), however, with \( \kappa \) as a function of time

\[
\kappa(t) = \begin{cases} 
0 & \text{for } t < 0 \\
\kappa & \text{for } t \geq 0
\end{cases}
\]\n
(6.39)

We have to solve equation (6.12) in the time range \( t > 0 \) under initial conditions (6.14). The differential equation in complex variables takes the form

\[
\tau_t \dot{v} + (1 + i\kappa \tau_t) \tau^v = 2\eta(\tau_d i\kappa + 1) \kappa/2.
\]\n
(6.40)

The steady viscometric functions stand as one of the particular solutions, since equation (6.40) is an inhomogeneous first order linear differential equation. The general solution

\[
\tau^v(t) = \eta \kappa \frac{1 + i\kappa \tau_d}{1 + i\kappa \tau_t} + C \exp \left( \frac{1 + i\kappa \tau_t}{\tau_t} t \right)
\]\n
(6.41)
is the sum of the particular solution of the inhomogeneous and the general solution of the homogeneous equation. The initial condition (6.14) gives the constant $C$ as

$$C = \frac{\eta \kappa (\tau_d - \tau_t)}{\tau_t (1 + i\kappa \tau_t)},$$

(6.42)

whose substitution into equation (6.41) leads to the real part

$$t_{12}^v = \eta \kappa \frac{1 + \tau_d \tau_t \kappa^2}{1 + \tau_t^2 \kappa^2} - \eta \kappa \frac{\tau_t - \tau_d}{\tau_t \sqrt{1 + \tau_t^2 \kappa^2}} \exp\left(-\frac{t}{\tau_t}\right) \cos(\kappa t - \varphi)$$

(6.43)

with

$$\tan \varphi = \tau_t \kappa.$$

From the imaginary part, we obtain the time evolution of the normal stresses as

$$t_{11}^v = \eta \kappa \frac{(\tau_t - \tau_d) \kappa^2}{1 + \tau_t^2 \kappa^2} + \eta \kappa \frac{\tau_t - \tau_d}{\tau_t \sqrt{1 + \tau_t^2 \kappa^2}} \exp\left(-\frac{t}{\tau_t}\right) \sin(\kappa t - \varphi).$$

(6.44)
Figure 6.7 and 6.8 show the evolution of the shear and normal stresses. It will be much more difficult to calculate these if at the outset we have a shear flow with constant shear stress and we have to calculate the evolution of the shear rate and of the normal stress. In this complicated case the system of differential equations is non-linear; hence, the solution must be left to the computer.

6.1.5. Plastic behavior. Creep. Let us return now to the form of the shear stress function given in equation (6.28). If the shear stress is gradually increased in the way that time is always left for reaching stationary state (the smaller the $\tau_t$ the shorter the waiting time is), increase of the stress in media with high $\tau_t/\tau_d$ values will cause small shear rate. Above a critical value of the shear stress, however, the stress rate will suddenly and abruptly increase. If we now decrease the shear stress, the relatively high shear rate will survive provided that $\tau_t/\tau_d > 9$. Arriving at a second critical value of the shear stress (below the first one) we shall meet with a sudden decrease of the shear rate. The relation can be seen in Figure 6.9. where the thin line shows the unstable range of the shear stress function.

![Figure 6.9](image)

(The curve of Figure 6.9 corresponds to a value of $\tau_t/\tau_d = 15$.) The described behavior is typically plastic displaying the phenomenon of creep as well, i.e., the medium does flow but very slowly under stress below the critical one.

![Figure 6.10](image)

Let us examine now the behavior of the medium in elongational flow. The material will be assumed practically solid under slight load, since $\eta$ has a very high value. Thus a sample bar can be prepared. The bar will be stretched with the stress $\sigma$ along the $x_1$ axis, its lateral faces will be left free. Then, the only non-zero component of the stress tensor will be $t_{11} = \sigma$. We must remember that the medium is a fluid and, accordingly, the deviatoric stress (i.e. the traceless part of the stress tensor) totally belongs to the viscous stress and will be identical with the latter if we neglect volume change. Therefore, the matrix of the viscous stress
becomes

\[ t' = \frac{\sigma}{3} \begin{bmatrix} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} \]  

(6.45)

In order to calculate the velocity gradient tensor, we assume that lines parallel to the \( x_1 \) axes do not rotate; and thus the matrix of the velocity gradient will take the form

\[ \text{Grad} \mathbf{v} = \mathbf{d} + \omega = \begin{bmatrix} \dd{d_{11}} & \dd{d_{12}} - \omega_3 & \dd{d_{13}} + \omega_2 \\ 0 & \dd{d_{22}} & \dd{d_{23}} - \omega_1 \\ 0 & \dd{d_{23}} + \omega_1 & \dd{d_{33}} \end{bmatrix} \]  

(6.46)

Supposing stationary motion we may take \( \omega_2 = 0 \) by suitable choice of axes \( x_2 \) and \( x_3 \). Then, the stretching tensor \( \mathbf{d} \) and the spin tensor \( \omega \) are represented by the matrices

\[ \omega = \begin{bmatrix} 0 & -\omega_3 & 0 \\ \omega_3 & 0 & -\omega_1 \\ 0 & \omega_1 & 0 \end{bmatrix}, \quad \mathbf{d} = \begin{bmatrix} \dd{d_{11}} & -\omega_3 & 0 \\ -\omega_3 & \dd{d_{22}} & \dd{d_{23}} \\ 0 & \dd{d_{23}} & \dd{d_{33}} \end{bmatrix} \]  

(6.47)

In order to determine the tensor components we substitute equations (6.47) into the differential equations (6.12) and omit the total time derivatives. To this end we have to calculate the actual expressions of \( \dd{t'} \) and \( \mathbf{d} \):

\[ t' = t\omega - \omega t = \sigma \begin{bmatrix} 0 & -\omega_3 & 0 \\ -\omega_3 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \]  

(6.48)

\[ \dd{d} = \mathbf{d}\omega - \omega\mathbf{d} = \begin{bmatrix} -2\omega_3^2 & \omega_3(\dd{d_{22}} - \dd{d_{11}}) & \omega_3(\omega_1 + \dd{d_{23}}) \\ \omega_3(\dd{d_{22}} - \dd{d_{11}}) & 2\omega_3^2 + 2\omega_1\dd{d_{23}} & -\omega_1(\dd{d_{11}} + 2\dd{d_{22}}) \\ \omega_3(\omega_1 + \dd{d_{23}}) & -\omega_1(\dd{d_{11}} + 2\dd{d_{22}}) & -2\omega_1\dd{d_{23}} \end{bmatrix} \]  

(6.49)

Rewriting equation (6.12) in the form

\[ \frac{1}{2\eta\tau_d}(\tau_t \dd{t'} + t') = \dd{d} + \frac{1}{\tau_d} \dd{\mathbf{d}} \]  

(6.50)

and taking into account equations (6.45), (6.47) and (6.48) we obtain
The elements of the matrices of equations (6.47) are calculated from the equations between the respective elements of the two matrices in equations (6.50). From the equation belonging to position (1,1) we obtain

\[ \ddot{d}_{11} = \frac{\sigma}{3\eta} + 2\tau_d \omega_3^2. \]  

(6.51)

Comparison of the elements in position (2,2) gives an equation containing \( \ddot{d}_{22} \). Similar comparison pertaining to position (2,3) leads to an equation containing, in addition to \( \ddot{d}_{22} \) and \( \ddot{d}_{23} \), also \( \ddot{d}_{11} \) which, however, can be eliminated by equation (6.51). The system of these two equations has the solution

\[ \ddot{d}_{22} = -\frac{\sigma}{6\eta} - \tau_d \omega_3^2 - \frac{1}{\tau_d^2} \frac{\omega_3^2}{6\eta} \]  

(6.52)

\[ \ddot{d}_{23} = -\frac{2\omega_1 \omega_3^2}{\tau_d^2 + 4\omega_1^2} \]  

(6.53)

The equation between the elements in position (3,3), after substitution of equation (6.53), gives

\[ \ddot{d}_{33} = -\frac{\sigma}{6\eta} - \tau_d \frac{4\omega_1^2 \omega_3^2}{\tau_d^2 + 4\omega_1^2} \]  

(6.54)

From the equation for position (1,3) after substitution of equation (6.51) we obtain

\[ \omega_3 \omega_1 \left[ 1 - \frac{2\omega_3^2}{\tau_d^2 + 4\omega_1^2} \right] = 0 \]  

(6.55)

There are three solutions of this equation: \( \omega_3 = 0 \) (case 1), \( \omega_1 = 0 \) (case 2) and

\[ \frac{2\omega_3^3}{\tau_d^2 + 4\omega_1^2} = 1 \]  

(6.56)

(case 3). Substitution of equation (6.51) into (6.52) shows that in case 3

\[ 2\ddot{d}_{22} + \ddot{d}_{11} = -\frac{1}{\tau_d^2}. \]

In case 1, equations (6.51)-(6.54) reduce to

\[ \ddot{d}_{11} = \frac{\sigma}{3\eta} \]

\[ \ddot{d}_{22} = -\frac{\sigma}{6\eta} \]

\[ \ddot{d}_{23} = 0 \]

\[ \ddot{d}_{33} = -\frac{\sigma}{6\eta} \]  

(6.57)
and the matrix of the stretching tensor takes the form

\[
\dd = \frac{\sigma}{6\eta} \begin{bmatrix}
2 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{bmatrix}
\]  (6.58)

In this case \( \tilde{t} \) and \( \dd \) become zero tensors and, therefore, equation (6.12) reduces to

\[
t = 2\eta \dd.
\]  (6.59)

Under the conditions given in case 1, \( \omega_1 \) cannot be evaluated. This, however, is irrelevant, since it is the extension rate of the bar, i.e. \( \dd_{11} \), we are primarily interested in.

In case 2 where \( \omega_1 = 0 \), from the equation for position (1,2), after substitution of equations (6.51) and (6.52) we obtain

\[
\omega_3^2 = \frac{1}{4\tau_d^2} \left[ \frac{\sigma}{2\eta} \left( \tau_t - \tau_d \right) - 1 \right]
\]  (6.60)

and

\[
\dd_{11} = \frac{\sigma (3\tau_t + \tau_d)}{12\eta \tau_d} - \frac{1}{2\tau_d}.
\]  (6.61)

It follows from equation (6.60) that

\[
\sigma > \frac{2\eta}{\tau_t - \tau_d} = \sigma_a^* > 0
\]  (6.62)

is the precondition to case 2. The matrix of tensor \( \dd \) is rather complicated in this case. Its presentation is omitted here.

In case 3 characterized by equation (6.56) together with \( \omega_1 = -\dd_{23} \neq 0 \), the equations between the respective elements in positions (1,2) and (2,3) are solved for \( \dd_{11} \) and \( \dd_{22} \). Thus we obtain

\[
\dd_{11} = \frac{\sigma \tau_t}{3\eta \tau_d} - \frac{1}{\tau_d}, \quad \dd_{22} = -\frac{\sigma \tau_t}{6\eta \tau_d},
\]  (6.63)

and by their combination with equations (6.51), (6.52) and (6.56)

\[
\omega_1^2 = \frac{1}{\tau_d^2} \left[ \frac{\sigma (\tau_t - \tau_d)}{12\eta} - \frac{1}{2} \right], \quad \omega_3^2 = \frac{1}{\tau_d^2} \left[ \frac{\sigma (\tau_t - \tau_d)}{6\eta} - \frac{1}{2} \right]
\]  (6.64)

which show the precondition for case 3 as

\[
\sigma > \frac{6\eta}{\tau_t - \tau_d} = \sigma_b^* > 0.
\]  (6.65)

Introducing the variables

\[
y = \tau_d \dd_{11}, \quad x = \frac{\sigma \tau_t}{2\eta}, \quad x^* = \frac{\sigma^* \tau_t}{2\eta}, \quad \xi = \frac{\tau_t}{\tau_d}
\]
we obtain relations for the extension rate

<table>
<thead>
<tr>
<th>case</th>
<th>relation</th>
<th>$x^*$</th>
<th>$\frac{dy}{dx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$y = \frac{2}{3\xi} x$</td>
<td>—</td>
<td>$\frac{2}{3\xi}$</td>
</tr>
<tr>
<td>2</td>
<td>$y = \frac{3\xi + 1}{6\xi} x - \frac{1}{2}$</td>
<td>$\frac{\xi}{\xi - 1}$</td>
<td>$\frac{3\xi + 1}{6\xi}$</td>
</tr>
<tr>
<td>3</td>
<td>$y = \frac{2}{3} x - 1$</td>
<td>$\frac{3\xi}{\xi - 1}$</td>
<td>$\frac{2}{3}$</td>
</tr>
</tbody>
</table>

It should be added that both the relations (6.62) and (6.65) contain the inequality

$$\frac{\tau_t}{\tau_d} = \xi > 1. \quad (6.66)$$

From the tabulated results we see immediately that the extension rate depends linearly on the load in all the three cases; and also considering relation (6.66) we may show that the slope of the straight line is the biggest in case 3 and is the smallest in case 1. The straight lines attached to cases 1 and 2, and 2 and 3 intersect in points $x_1$ and $x_2$, respectively, where these values are solutions of the equations

$$\frac{2}{3\xi} x_1 = \frac{3\xi + 1}{6\xi} x_1 - \frac{1}{2} \quad (6.67)$$

and

$$\frac{3\xi + 1}{6\xi} x_2 - \frac{1}{2} = \frac{2}{3} x_2 - 1 \quad (6.68)$$

Accordingly, the solutions

$$x_1 = \frac{\xi}{\xi - 1} \quad \text{and} \quad x_2 = \frac{3\xi}{\xi - 1}$$

separate the three ranges 1, 2 and 3 (shown in Figure 6.11) in terms of the variables $\sigma$ and $\dot{d}_{11}$, i.e., load and extension rate. Figure 6.12 illustrates the situation for very high values of $\xi$ when range 3 lies outside the picture.

In general, the conclusion can be drawn that during stretching along a single axis, the medium definitely shows plastic behavior; and — in the range of small load — it creeps. Non-zero $\omega_1$ in case 3 can be regarded as rotation of the angular velocity.
vector around the axis of the tension. This motion, however, is not stationary, and our presentation describes it in a coordinate system rotating with the angular velocity.

Let us turn now to compression along a single axis whose model is shown in Figure 6.13. The considerations used above with respect to stress can be applied, together with equation (6.45), however, with negative values of $\sigma$. The planes perpendicular to the $x_1$ axes are assumed not to swing; therefore, the matrix of the velocity gradient tensor is written in the form

$$\text{Grad } v = \dot{\mathbf{d}} + \omega = \begin{bmatrix} \dot{d}_{11} & 0 & 0 \\ \dot{d}_{12} + \omega_3 & \dot{d}_{22} & \dot{d}_{23} - \omega_1 \\ \dot{d}_{13} - \omega_2 & \dot{d}_{23} + \omega_1 & \dot{d}_{33} \end{bmatrix}. \quad (6.69)$$

Since $\omega_2$ can be made zero by suitable choice of the directions of axes $x_2$ and $x_3$, the matrices of the rotation tensor $\omega$ and of the stretching tensor $\dot{\mathbf{d}}$ can be written in the forms

$$\omega = \begin{bmatrix} 0 & -\omega_3 & 0 \\ \omega_3 & 0 & -\omega_1 \\ 0 & \omega_1 & 0 \end{bmatrix} \quad \text{and} \quad \dot{\mathbf{d}} = \begin{bmatrix} \dot{d}_{11} & \omega_3 & 0 \\ \omega_3 & \dot{d}_{22} & \dot{d}_{23} \\ 0 & \dot{d}_{23} & \dot{d}_{33} \end{bmatrix} \quad (6.70)$$

The matrix of tensor $-\dot{\mathbf{d}}$ will be identical with that of $\dot{\mathbf{d}}$ in equation (6.47) if we introduced the notation $\sigma = -\sigma'$. Multiplying equation (6.49) by $(-1)$ we find the tensorial form of the equation unchanged, though with $\sigma', -\dot{d}_{11}, -\dot{d}_{22}, -\dot{d}_{23}$ and $-\dot{d}_{33}$ in places of $\sigma, \dot{d}_{11}, \dot{d}_{22}, \dot{d}_{23}$ and $\dot{d}_{33}$. The theory expounded above on plastic behavior in stretching can equally be applied to compression. Into the equations, however, we have to put compressive stress instead of tensile stress and to replace the negative value of the extension rate by the compression rate. Accordingly figures illustrating the dependence of the extension rate on the tensile stress can be applied to compressive stress as well. However, a symmetry operation is necessary.

The following important circumstances must be emphasized here. Plastic behavior is generally considered in the literature as a typical non-linear phenomenon; nevertheless, in the present work it has been derived from Onsager's strictly linear non-equilibrium thermodynamic theory. Equation (6.50) applied to determine the
velocity field is, however, not linear at all in the mathematical sense. Therefore, it is not surprising that its solutions may describe plastic properties. Most relevant, however, is the fact that non-linearity is due to the presence of rotations as factors in the objective time derivative. Thus, it is not the non-linearity of the constitutive equations that leads to non-linearity in the mathematical equations. This is a case similar to that of the Navier-Stokes equations where the classical linear constitutive equation is given while non-linearity occurs due to the almost 150 year well-known term $(\mathbf{v} \, \text{grad}) \mathbf{v}$ in the material time derivative

$$\frac{d\mathbf{v}}{dt} = \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \, \text{grad}) \mathbf{v}.$$  

Similarly, in the case of plastic flow the terms $\tau_t(t^v \mathbf{\omega} - \mathbf{\omega} t^v)$ and $2\eta \tau_d(\dot{\mathbf{d}} \mathbf{\omega} - \mathbf{\omega} \dot{\mathbf{d}})$ are non-linear, and essential in the problem but do not disturb the linearity of the constitutive equations. Our conclusion that plastic behavior can be described by the linear constitutive equations of Onsagerian thermodynamics is of fundamental importance in principle and in practice.

Before proceeding, let us first examine the stability of the solutions obtained above. In case 1, a tensor $\mathbf{\delta d}$ deviating from the original will be substituted into equation (6.49) and the value of the time derivative of deviation $\delta \dot{\mathbf{d}}$ will be studied. From the matrix elements in position (1,2), using the relation $\delta \mathbf{d}_{11} + \delta \mathbf{d}_{33} = 0$ as well, we obtain

$$\frac{\sigma \tau_t}{2\eta \tau_d} \frac{\delta \omega_3}{\delta \dot{\mathbf{d}}_{33}} = \delta \dot{\omega}_3 + \delta \omega_3 \left( \frac{1}{\tau_d} + 2 \mathbf{\delta d}_{11} + \mathbf{\delta d}_{33} \right), \quad (6.71)$$

hence taking into account $\mathbf{\delta d}_{11}$ and $\mathbf{\delta d}_{22}$ from equations (6.57)

$$\delta \dot{\omega}_3 = \delta \omega_3 \left[ \frac{\sigma}{2\eta} \left( \frac{\tau_t}{\tau_d} - 1 \right) \right]. \quad (6.72)$$

As can be seen, the solution in case 1 will only be stable if the factor of $\delta \omega_3$ on the right hand side is negative. Otherwise, the solution becomes unstable. Condition of stability is therefore

$$\sigma < \frac{2\eta}{\tau_t - \tau_d}, \quad (6.73)$$

which — in coincidence with equation (6.62) — means that case 1 will not be realized, if case 2 becomes possible.

Let us turn now to the question of stability in case 2. Comparison of the elements in positions (1,3) and (2,3) of the matrices in equation (6.50) leads to

$$\delta \omega_1 + \delta \mathbf{d}_{23} = 0$$

and

$$-\delta \dot{\omega}_1 = \frac{1}{\tau_d} \delta \omega_1 + \delta \omega_1 (2 \mathbf{\delta d}_{22} + \mathbf{\delta d}_{11}) = 0 \quad (6.74)$$
respectively. Using equations (6.57) and (6.61), after rearrangement, we obtain

$$\delta \dot{\omega}_1 = \delta \omega_1 \left[ \frac{\sigma(3\tau_t + \tau_d)}{12\eta \tau_d} - \frac{1}{2\tau_d} - \frac{\sigma}{3\eta} - \frac{1}{\tau_d} \right].$$  \hfill (6.75)

Case 2 will not be stable either if the factor in brackets is positive. Condition for this relation is

$$\sigma > \frac{6\eta}{\tau_t - \tau_d},$$  \hfill (6.76)

i.e. the same as the precondition of case 3 (see equation (6.65)). In other words, if case 3 becomes possible, the stability of the two other solutions are lost. Thus, the reality of plastic behavior seems to be proved.

Finally, let us examine what happens if the stress is so small that no notable angular velocity evolves. Equation (6.12) can then be written in the simpler form

$$\tau_t \dot{t} + t^v = 2\eta(\tau_d \ddot{d} + \dot{d})$$  \hfill (6.77)

This differential equation has the solution

$$\dot{d} = \frac{1}{2\eta \tau_d} \exp \left( -\frac{t}{\tau_d} \right) \int_{-\infty}^{t} [\tau_t \dot{t}^v(s) + t^v(s)] \exp \left( \frac{s}{\tau_d} \right) \, ds =$$

$$= \frac{1}{2\eta} \dot{t}^v + \frac{\tau_t - \tau_d}{2\eta \tau_d} \int_{-\infty}^{t} \dot{t}^v(s) \exp \left( \frac{s - t}{\tau_d} \right) \, ds$$  \hfill (6.78)

describing phenomenon identified above as creep, since in the case of constant stress the second integral in equation (6.77) vanishes. At very high values of $\eta$ and negligible creep, the solution takes the form

$$\dot{d} \approx \frac{1}{2\eta} \frac{\tau_t - \tau_d}{\tau_d} \int_{-\infty}^{t} \dot{t}^v(s) \exp \left( \frac{s - t}{\tau_d} \right) \, ds$$  \hfill (6.79)

that is the solution of the differential equation

$$t^v = \frac{2\eta}{\tau_t - \tau_d} (\tau_d \dot{d} + d - \delta)$$  \hfill (6.80)

if a suitable reference configuration is chosen. In other words, neglecting creep we arrived at the differential equation (3,20) of a Kelvin body whose constants are

$$\mu_K = \frac{\eta}{\tau_t - \tau_d}; \quad \eta_K = \frac{\eta \tau_d}{\tau_t - \tau_d}$$  \hfill (6.81)

which is to say that the fluid model studied here shows not only the phenomenon of plasticity, but in case of small load behaves as an elastic solid.
In summary, we may say that a fluid model that can be described by a single dynamic variable shows all properties characteristic for plastic materials with the only exception of hardening. We have found Onsagerian linear thermodynamics as an efficient tool for the analysis of deformations, since its simplest model has described a large number of phenomena and behavior hardly imagined before.

6.1.6. **Extension of complex representation to plane motions.** Owing to practical importance and mathematical simplicity, motion in the plane deserves special interest. If a cartesian coordinate system is found so that

\[ v_1 = v_1(x_1, x_2), \quad v_2 = v_2(x_1, x_2), \quad v_3 = 0 \]  

(6.82)

is the velocity field, the motion will be termed plane motion. All elements of the third row and third column will be zero in the matrix of the velocity-gradient. Thus, reasoning in point 6.1.3. can be applied here, too. Components of the angular velocity and stretching tensors become now

\[
\omega = \begin{bmatrix}
\frac{1}{2}(v_{1,2} - v_{2,1}) & 0 & 0 \\
(v_{2,1} - v_{1,2}) & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]  

(6.83)

For simplicity let us omit now the third row and the third column containing only zero elements and use the components of tensors and the value of the tensor-invariant of \( \omega \):

\[
d_{12} = \frac{1}{2} (v_{1,2} + v_{2,1}); \quad d_{11} = v_{1,1}; \quad -\omega = \frac{1}{2} (v_{1,2} - v_{2,1}).
\]

(6.84)

If we continue to restrict our study to volume preserving motions and if the matrix of \( \mathbf{d} \) is determined by its second column and by mapping it onto the complex numbers in the way described in section 3. of this chapter, we may write

\[
\ddot{d} = \dot{d}_{12} - i\dot{d}_{11}; \quad \ddot{d} = \frac{d\ddot{d}}{dt} - 2\omega i\dot{d}.
\]

(6.85)

From equation (6.12), we may conclude that the third row and column of the stress deviator \( \tau^v \) also contains zero elements; thus the stress deviator and its objective time derivative may also be mapped onto the complex numbers as is shown by equation (6.85):

\[
\dot{t}^v = i\ddot{t}^v - it_{12}^v; \quad \ddot{t}^v = i\ddot{t}^v - it_{12}^v = i\ddot{t}_{12}^v - 2\omega t_{11}^v + i(-t_{11}^v - 2\omega t_{12}^v).
\]

(6.86)

By substituting them, equation (6.12) can be rewritten in the complex form

\[
\tau_t \left( \frac{dt^v}{dt} - 2\omega it^v \right) + t^v = 2\eta \left( \frac{d\ddot{d}}{dt} - 2\omega i\dot{d} \right) + \ddot{d},
\]

(6.87)
This equation is well suited for practical calculations.

Let us now determine the eigenvalues of a tensor belonging to a given complex number and the directions belonging to them. For this, let us write the complex number into the trigonometric form, and let the eigenvector be a unit vector. In this case the eigenvalue problem gives the following matrix equation:

\[
\begin{bmatrix}
-\sin \varphi & \cos \varphi \\
\cos \varphi & \sin \varphi
\end{bmatrix}
\begin{bmatrix}
\cos \alpha \\
\sin \alpha
\end{bmatrix}
= \lambda
\begin{bmatrix}
\cos \alpha \\
\sin \alpha
\end{bmatrix}
\]

(6.88)

where \(z\) is the absolute value of the complex number,
\(\varphi\) the angle of the complex number
\(\lambda\) the eigenvalue of the appropriate tensor and
\(\alpha\) the polar angle of the eigenvector.

After trigonometric transformation we find that

\[
\lambda = \pm z, \quad (6.89)
\]

and

\[
\alpha = \frac{\varphi}{2} \pm \frac{\pi}{4}, \quad (6.90)
\]

On separating the two cases we arrive at

\[
\lambda_1 = z; \quad \alpha_1 = \frac{\varphi}{2} + \frac{\pi}{4};
\]

\[
\lambda_2 = -z; \quad \alpha_2 = \frac{\varphi}{2} - \frac{\pi}{4}. \quad (6.91)
\]

It is apparent that it is easy to determine the eigenvalues and directions of a tensor described by a complex number.

6.1.7. Elementary theory of streaming birefringence. Experience proves that during motion, non-newtonian liquids become optically anisotropic and show streaming birefringence. Birefringence can be observed by very sensitive methods hence, the measurement of streaming birefringence became an important experimental method for studying the dynamic structures formed by flow. A separate chapter will deal with the electromagnetic phenomena therefore, they will be discussed here only briefly [133, 143].

The optical properties of a medium are determined by the permittivity tensor. As usual, we assume the light passing through the medium does not influence the motion owing to its small amplitude. The permittivity tensor is a property of the medium in motion; thus, it is determined by the state parameters. Hence a function

\[
\varepsilon = \varepsilon(u, v, \alpha)
\]

(6.92)

should exist, the linear approximation of which is

\[
\varepsilon = \varepsilon(u, v)\delta + \varepsilon^*(u, v)\alpha
\]

(6.93)

Here \(\varepsilon\) is the permittivity tensor,
\(\varepsilon^*\) a material coefficient and
\(\alpha\) the dynamic state parameter defined by equation (6.9).
In order to determine tensor \( \alpha \), we should turn to equation (6.10). Since the phenomenon is called streaming birefringence, a correlation is sought between tensors \( \alpha \) and \( \ddot{d} \). Upon eliminating \( t^v \) from equation (6.10) and using the notations of equation (6.13) we obtain
\[
\dot{\alpha} + \frac{1}{\tau_t} \alpha = \frac{L_{12}}{L_{11}} \ddot{d},
\]
which should be compared with equation (6.93). For convenience, let us introduce notation
\[
\varepsilon_D = \varepsilon - \varepsilon(u,v)\delta
\]
for the deviatoric part of the permittivity tensor:
\[
\tau_t \varepsilon_D + \varepsilon_D = \tau_t \varepsilon^* \frac{L_{12}}{L_{11}} \ddot{d} = 2\varepsilon^{**} \ddot{d},
\]
where \( \varepsilon^{**} \) is a new material coefficient.

By solving equation (6.96), we arrive at the description of the optical properties of flowing media. As an example, let us examine the optical behavior of the medium in shear flow. Since \( \varepsilon_D \) satisfies all the conditions necessary for the introduction of the complex notation, the solution of equation (6.96) is sought in a complex form. For simplicity, let us restrict ourselves to stationary shear flow whose velocity field is given by equation (6.23). Then \( \ddot{d} \) corresponds to \( \kappa/2 \) and from the complex form of equation (6.96) we obtain that
\[
\varepsilon_D = \frac{\varepsilon^{**} \kappa}{1 + i\tau_t \kappa}.
\]

For the extent of birefringence, the absolute value of the complex number \( \varepsilon_D \) is characteristic:
\[
|\varepsilon_D| = \frac{\varepsilon^{**} \kappa}{\sqrt{1 + \tau_t^2 \kappa^2}}.
\]

On the other hand, the principal polarization directions are calculated on the basis of equation (6.90):
\[
\alpha = \frac{\varphi}{2} \pm \frac{\pi}{4}
\]
where
\[
\tan \varphi = -\tau_t \kappa.
\]
Thus, for small shear rates, the principal polarization directions point to the bisectors of axes \( x_1 \) and \( x_2 \), which gradually turn over into the directions of \( x_1 \) and \( x_2 \) with increasing shear rate. Meanwhile, the magnitude of birefringence also increases gradually:
\[
|\varepsilon_D| = \frac{\varepsilon^{**} \kappa}{\tau_t} \sin \varphi.
\]

We utilized here the notation introduced in equation (6.100). Let us write the extent of birefringence for the light beam passing to the direction of axis \( x_3 \):
\[
\Delta n = \frac{1}{n} \frac{\varepsilon^{**} \kappa}{\sqrt{1 + \tau_t^2 \kappa^2}}.
\]
where \( n \) is the refractivity of the medium at rest and \( \Delta n \) the difference in the refractivities of the two beams.

Finally, we mention that since \( \varepsilon_D \) has one positive, one negative and one zero eigenvalue, the three eigenvalues of \( \varepsilon \) are different. In the physical sense this means that the flowing medium behaves like an optically biaxial crystal, as seen from equation (6.97).

**6.1.8. Deviations from linearity.** Until now, we applied the strictly linear approximation of non-equilibrium thermodynamics: However, general quasi-linear theory allows for coefficients to depend also on dynamic state parameters. Let us now examine how our equations change if we allow the coefficients in equation (6.6) to depend linearly on the components of \( \alpha \). On utilizing the isotropy of the medium and restricting ourselves to volume preserving and isothermal motions, more general equations (instead of equation (6.10)).

\[
\dot{d} = L_{11} t^v - L_{12} \alpha + L'_{11} \left[ \alpha t^v + t^v \alpha - \frac{2}{3} \delta(\alpha : t^v) \right] - 2L'_{12} \left[ \alpha^2 - \frac{1}{3} \delta(\alpha : \alpha) \right], \\
\dot{\alpha} = L_{12} t^v - L_{22} \alpha + L'_{12} \left[ \alpha t^v + t^v \alpha - \frac{2}{3} \delta(\alpha : t^v) \right] - 2L'_{22} \left[ \alpha^2 - \frac{1}{3} \delta(\alpha : \alpha) \right],
\]

(6.103)

are obtained.

It is difficult to handle equations (6.103) mathematically; therefore, the general case will not be dealt with, only the specific case for which \( L'_{22} = 0 \) will be discussed. This choice has the advantage that equation (6.103b) becomes linear in the components of \( \alpha \). The complex representation can no longer be used since the non-linear terms lead non-zero matrix elements in position (3,3).

However, even this approximation has tremendous difficulties. If we want to calculate, e.g., the viscometric functions, then we look for tensors \( \alpha \) and \( t^v \) by knowing tensors \( \dot{d} \) and \( \omega \). The differential equations are not linear; thus calculations are tedious. For circumventing this difficulty, instead of writing equation (6.6) let us choose another representation. In writing the linear equations, let us consider \( J_1 \) and \( X_2 \) as independent variables instead of \( X_1 \) and \( X_2 \). This representation has various advantages. Linear laws then have the form:

\[
X_1 = \mathcal{H}_{11} : J_1 + \mathcal{H}_{12} : X_2, \\
J_2 = \mathcal{H}_{21} : J_1 + \mathcal{H}_{22} : X_2,
\]

(6.104)

where \( \mathcal{H}_{11}, \mathcal{H}_{21}, \mathcal{H}_{12} \) and \( \mathcal{H}_{22} \) are fourth order tensors satisfying Onsager-Casimir’s reciprocal relations and depending on local state parameters. These equations take the following form for incompressible liquids in a quadratic approximation:

\[
t^v = \mathcal{H}_{11} \dot{d} - \mathcal{H}_{12} \alpha + \mathcal{H}'_{11} \left[ \alpha \dot{d} + \dot{d} \alpha - \frac{2}{3} \delta(\alpha : \dot{d}) \right] - 2\mathcal{H}'_{12} \left[ \alpha^2 - \frac{1}{3} \delta(\alpha : \alpha) \right], \\
\dot{\alpha} = -\mathcal{H}_{12} \dot{d} - \mathcal{H}_{22} \alpha - \mathcal{H}'_{12} \left[ \alpha \dot{d} + \dot{d} \alpha - \frac{2}{3} \delta(\alpha : \dot{d}) \right] - 2\mathcal{H}'_{22} \left[ \alpha^2 - \frac{1}{3} \delta(\alpha : \alpha) \right],
\]

(6.105)

This is essentially also a quadratic approximation but it is not equivalent to equation (6.103). The equations are not linear either. But if we assume that \( \mathcal{H}_{22} = 0, \)
then for a known velocity field the second equation becomes linear; from it, $\alpha$ can be determined and by substituting $\alpha$ into the first equation, the stress can be calculated.

To illustrate let us determine the viscometric functions as an example. However, let us first show that the linear partial sum of equation (6.105), i.e. the special case when $H'_{11} = H'_{12} = H'_{22} = 0$ is equivalent to equation (6.10). To do this, let us express $t^v$ and $\dot{\alpha}$ from equation (6.10):

$$t^v = \frac{1}{L_{11}} \dot{d} + \frac{L_{12}}{L_{11}} \alpha, \quad (6.106)$$

$$\dot{\alpha} = \frac{L_{12}}{L_{11}} \dot{d} - \frac{L_{11}L_{22} - L_{12}^2}{L_{11}} \alpha;$$

from which expressions the coefficients $H$ are obtained as

$$H_{11} = \frac{1}{L_{11}}; \quad H_{12} = -\frac{L_{12}}{L_{11}}; \quad H_{22} = \frac{(L_{11}L_{22} - L_{12}^2)}{L_{11}}.$$

Let us now proceed to the calculation of viscometric functions. Let the velocity field be given by equation (6.23), $\dot{d}$ and $\omega$ by equation (6.24). Their substitution into the second equation of (6.105) and by the utilization of $H''_{22} = 0$ give the following matrix equation:

$$-\frac{\kappa}{2} \begin{bmatrix} -2\alpha_{12} & \alpha_{11} - \alpha_{22} & -\alpha_{23} \\ \alpha_{11} - \alpha_{12} & 2\alpha_{12} & \alpha_{13} \\ -\alpha_{23} & \alpha_{13} & 0 \end{bmatrix} = -H_{12} \frac{\kappa}{2} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$

$$-H_{22} \begin{bmatrix} \alpha_{11} & \alpha_{12} & \alpha_{13} \\ \alpha_{12} & \alpha_{22} & \alpha_{23} \\ \alpha_{13} & \alpha_{23} & \alpha_{33} \end{bmatrix} - H_{12} \frac{\kappa}{2} \begin{bmatrix} 2\alpha_{12} & \alpha_{11} + \alpha_{22} & \alpha_{23} \\ \frac{2}{3}\alpha_{12} & \frac{2}{3}\alpha_{12} & \alpha_{13} \\ \alpha_{23} & \alpha_{13} & -\frac{4}{3}\alpha_{12} \end{bmatrix} \quad (6.107)$$

Let us first examine positions (1,3) and (2,3). The equation system obtained for the determination of $\alpha_{13}$ and $\alpha_{23}$ is linear and homogeneous; its determinant becomes zero only at a single, well-defined value of the shear rate. Disregarding this case, $\alpha_{13} = \alpha_{23} = 0$. On the basis of position (3,3), we may write that

$$H_{22}\alpha_{33} = \frac{2\kappa}{3} H'_{12}\alpha_{12}; \quad (6.108)$$

whereas from position (1,1) it follows that

$$H_{22}\alpha_{11} = \kappa \left( 1 - \frac{1}{3} H'_{12} \right) \alpha_{12}, \quad (6.109)$$

Position (2,2) gives

$$H_{22}\alpha_{22} = -\kappa \left( 1 + \frac{1}{3} H'_{12} \right) \alpha_{12}. \quad (6.110)$$
Finally, $\alpha_{12}$ may be calculated from position (1,2):

$$\alpha_{12} = \frac{-\mathcal{H}_{12} \kappa}{\mathcal{H}_{22} \kappa^2}.$$  \hspace{1cm} (6.111)

By knowing tensor $\alpha$, the matrix of the viscous stress tensor can be calculated from the first equation of (6.105). This complex expression will not be provided here, but the viscometric functions obtained from them are the following:

$$t^v_{12} = \tau(\kappa) = \eta \frac{\tau_d \kappa}{\tau_t} + \frac{\eta}{1 + \cos^2 \zeta_1 \tau_t \kappa^2} \left(1 + \zeta_2 \tau_t \kappa^2 + 2 \sin^2 \zeta_1 \tau_t \kappa^2 \right),$$

$$t^v_{11} - t^v_{33} = \sigma_1(\kappa) = \frac{\eta}{1 + \cos^2 \zeta_1 \tau_t \kappa^2} \left(1 - \sqrt{3} \sin \zeta_1 - \frac{\zeta_2 \sqrt{3}}{\sin \zeta_1} \right) -$$

$$- \frac{\eta}{1 + \cos^2 \zeta_1 \tau_t \kappa^2} \sqrt{3} \sin \zeta_1 \left[1 + \kappa^2 \tau_t \left(\cos^2 \zeta_1 - \frac{2}{\sqrt{3}} \sin \zeta_1 \right) \right],$$

$$t^v_{22} - t^v_{33} = \sigma_2(\kappa) = -\frac{\eta}{1 + \cos^2 \zeta_1 \tau_t \kappa^2} \sqrt{3} \sin \zeta_1 \left[1 + \kappa^2 \tau_t \left(\cos^2 \zeta_1 + \frac{2}{\sqrt{3}} \sin \zeta_1 \right) \right].$$

Here correlations (6.107) and notation (6.13) are utilized and notations

$$\sin \zeta_1 = \frac{\mathcal{H}_{12}'}{\sqrt{3}}, \quad \zeta_2 = \frac{\mathcal{H}_{11}' \mathcal{H}_{12}' \mathcal{H}_{22}'}{3 \mathcal{H}_{12}'}$$  \hspace{1cm} (6.113)

are introduced. From equation (6.112), it is seen that in the quadratic approximation the sum of the two normal stress functions is not zero.

We only mention that birefringence can also be calculated in this approximation, but in this case it is advisable to also use a quadratic approximation instead of equation (6.93), which, for the deviatoric part of the permittivity tensor, leads to the form

$$\varepsilon_D = \varepsilon^* \alpha + \varepsilon^{**} \left[\alpha^2 - \frac{1}{3} \delta(\alpha : \alpha) \right]$$  \hspace{1cm} (6.114)

where $\varepsilon^{**}$ is another material constant. The calculated tensor $\alpha$ can be substituted into this expression, but the lengthy calculation is omitted.

Finally, we mention that the assumption $\mathcal{H}_{22}' = 0$ is reasonable. Namely, instead of the variable used so far, another variable, $\alpha$, can be introduced by a topological transformation which does not change the form of the linear approximation, whose relaxation at $\dot{d} = 0$ occurs strictly according to equation (6.10b). This variable has the disadvantage that the form of entropy is different from equation (6.1); thus equation (6.4) will not be strictly valid for $X_2$. But this does not significantly change the form of quadratic equation (6.105).
6.1.9. Volume viscosity. Let us now turn back to the linear theory and examine the motion of a fluid whose volume changes, too. Assume again that the dynamic variable is a second order, zero trace, symmetric tensor. The choice of currents and forces should correspond to equations (6.3) and (6.4), and since we deal with a fluid, equation (6.7) may also be kept valid. Naturally, the form of linear laws will be different from equation (6.8). Utilizing the isotropy of the medium, linear constitutive equations are written as

\[
\ddot{d}_D = L_{11} t_D^v - L_{12} \sqrt{\varrho T} \xi_D;
\]

\[
\sqrt{\varrho T} \ddot{\xi}_D = L_{21} t_D^v - L_{22} \sqrt{\varrho T} \xi_D;
\]

\[
\text{tr} \ddot{d} = L^*_{11} \text{tr} t^v
\]

(6.115)

where subscript $D$ refers to the deviatoric part of the appropriate tensor. From the first two equations it is seen that the same equations hold for the deviatoric parts of $\ddot{d}$ and $t^v$ as in the case of constant-volume motions, and the third equation shows that the zero trace dynamic variable does not play any role in the phenomenon of volume viscosity.

The situation is completely different if the trace of the dynamic variable is not zero. Then, instead of equations (6.115), the following equations are obtained:

\[
\ddot{d}_D = L_{11} t_D^v - L_{12} \sqrt{\varrho T} \xi_D;
\]

\[
\sqrt{\varrho T} \ddot{\xi}_D = L_{21} t_D^v - L_{22} \sqrt{\varrho T} \xi_D;
\]

\[
\text{tr} \ddot{d} = L^*_{11} \text{tr} t^v - L^*_{12} \sqrt{\varrho T} \text{tr} \xi;
\]

\[
\sqrt{\varrho T} \text{tr} \ddot{\xi} = L^*_{21} \text{tr} t^v - L^*_{22} \sqrt{\varrho T} \text{tr} \xi.
\]

(6.116)

The first group of the equations is unchanged; i.e., the connection between the deviatoric part remains the same. The part describing the volume change, i.e. the second group of the equations shows that the dynamic variable now influences volume changes similarly as it did earlier with respect to deformations. However, a significant difference is that in the second group of equations, the rotation of the medium does not play any role. This is easy to prove by a brief calculation. Thus, the volume changes can be followed by the method described in subsection 6.1.1. We also note that for quantities $L^*_{11}, L^*_{12}, L^*_{21}$ and $L^*_{22}$ in equation (6.116), the Onsager-Casimir reciprocal relations hold as well as the inequality (4.65) concerning them; but they have no relation to coefficients $L_{ik}$-s without asterisks as they are independent material constants. Another important difference is that the trace of the stress tensor is not zero even in equilibrium therefore, the mechanical models describing the volume viscosity of the medium characterized by equation (6.116) should be completed with a parallel spring as compared to the model given in subsection 6.1.1. The two rheological models are illustrated in Figures 6.14. and 6.15. (The former refers to an $\alpha$-type, and the latter one, to a $\beta$-type dynamic variable.)

We mentioned that the deviatoric part and the trace of $\xi$ may be regarded as two independent dynamic variables. In this case it is conceivable that the behavior of $\xi_D$ and tr $\xi$ is different with respect to time inversion. However, in this case
it is not appropriate to speak about a single dynamic degree of freedom; it should rather be said that two dynamic variables are needed: the one is a scalar; the other, a tensor with zero trace.

6.1.10. Motion of solid bodies. If the deformation is small for the motion of solid bodies, constitutive equations (6.115) and (6.116) may be given in an unchanged form. This means that for the deformation and volume change of solid bodies, the rheological models shown in Figures 6.14. and 6.15. can be applied. Thus this case will not be discussed here.

However, the situation is different for larger deformations, since the equilibrium state parameter \( \mathbf{d} \) representing deformation appears in linear laws (6.6). Another difference is that here the selection of the reference configuration is more restricted; hence, equation (6.7) does not hold.

With deformations, that are not too large however, we may presume about the linear laws that they are linear also in the components of \( (\mathbf{d} - \delta) \). In this case due to the isotropy of the medium, linear laws — for simplicity, only their deviatoric parts — are written in the following form:

\[
\frac{1}{2}(d\mathbf{d}^{-1} + \mathbf{d}^{-1}d)\mathbf{D} = L_{11}t^v_D - L_{12}\sqrt{\rho T}\xi_D + L_1'\left[t^v\mathbf{d} + dt^v - \frac{2}{3}\delta(t^v : \mathbf{d})\right] - \\
- L_{12}'\sqrt{\rho T}\left[\xi\mathbf{d} + d\xi - \frac{1}{3}\delta(\xi : \mathbf{d})\right] + L_{11}'\mathbf{tr}t^v\mathbf{d}; \\
\sqrt{\rho T}\xi_D = L_{21}t^v_D - L_{22}\sqrt{\rho T}\xi_D + L_{21}'\left[t^v\mathbf{d} + dt^v - \frac{2}{3}(t^v : \mathbf{d})\delta\right] - \\
- L_{22}'\sqrt{\rho T}\left[\xi\mathbf{d} + d\xi - \frac{2}{3}\delta(\mathbf{d} : \xi)\right] + L_{12}'(\mathbf{tr}t^v)d.
\]

(6.117)

Of course, these equations include also the anisotropy caused by deformation.

6.1.11. Some remarks on representation. At the beginning of this chapter the selection of \( X_2 \) in equation (6.4) might seem strange; furthermore, the introduction of variables \( \alpha \) and \( \beta \) also requires explanation. The essence of the question is in the form of the entropy function and the selection of the dynamic variables. We have some freedom also in choosing the equilibrium state parameters; however, in this the traditions of thermostatics provide sufficient assurance by defining the so-called extensive variables. The situation is quite different in the choice of dynamic
variables. These are new variables necessary only out of equilibrium. If we know
the quantitative physical meaning of the necessary dynamic variables and want to
follow also their course, then the only problem is that the form of the entropy func-
tion differs from that given in equation (4.34) and this fact makes the calculations
more difficult. Let us first examine this case. Let \( u \) be the specific internal energy;
\( a_i \) the other state parameters; and \( \zeta_j \) the dynamic variables which, we assume,
accurately know their physical meaning. In this case, the specific entropy may be
given in the general form as
\[
s = s(u, a_i, \zeta_j)
\]
(6.118)
If we consider a small part of the medium in an environment with which there is no
exchange of any chemical component, heat or work, then the values of equilibrium
state parameters remains unchanged. (If this condition is not fulfilled, the selection
of equilibrium state parameters has not been done well.) No similar constraints
hold for the dynamic variables. If the system is under such conditions, its entropy
can only increase; thus the conditions for equilibrium are provided by equations
\[
\frac{\partial s}{\partial \zeta_j} = Z_j(u, a_i, \zeta_j) = 0
\]
(6.119a)
From these equations the equilibrium \( \zeta_j^0 \) values of \( \zeta_j \) are determined; if it were not
so, further equilibrium state parameters would be needed that would contradict our
hypothesis for choosing \( a_i \)-s. Since entropy is maximum in adiabatic equilibrium,
we may write that
\[
s = s(u, a_i, \zeta_j^0) - \Delta s(u, a_i, \zeta_j);
\]
(6.119b)
where \( \Delta s \) is a non-negative function becoming zero only if \( \zeta_j = \zeta_j^0 \). In the close
neighborhood of equilibrium, quadratic expansion of \( \Delta s \) yields
\[
\Delta s = -\frac{1}{2} \left( \frac{\partial^2 s}{\partial \zeta_i \partial \zeta_j} \right)_0 (\zeta_i - \zeta_i^0)(\zeta_j - \zeta_j^0)
\]
(6.120)
From this, correlation
\[
Z_i = -\left( \frac{\partial^2 s}{\partial \zeta_i \partial \zeta_j} \right)_0 (\zeta_j - \zeta_j^0)
\]
(6.121)
results. The use of the second derivatives in calculations is quite tedious. Thus in
all cases in which the physical meaning of the dynamic variables is out of interest,
we change for a new variable \( \xi \) which simplifies the calculations. An affine transfor-
mation and a subsequent continuous transformation (which does not concern the
quadratic partial sum) lead to form
\[
\Delta s = \frac{1}{2} \sum_i \xi_i^2
\]
(6.122)
which is equivalent to equation (4.34). Since between variables \( \zeta \) and \( \xi \) a mutual
one-to-one and continuous transformation exists, entropy may be written in the form
\[
s = s_0(u, a_i) - \Delta s
\]
(6.123)
The dynamic variables, thus transformed, may be called canonical dynamic variables belonging to the entropy. Obviously, \( s_0(u, a_i) \) is the equilibrium entropy function whose value is identical with \( s(u, a_i, \xi^0_j) \) in equation (6.119).

Since orthogonal transformation carried out for canonical variables do not change the form of equation (6.122), this enables us to narrow further the definition of canonical variables. This can be done in the following way. Let us analyze the time course of dynamic variables. If the constant value of equilibrium state parameters is fixed by the environment, the entropy production is given by

\[
\dot{\rho} \dot{s} = \sigma_s = -\rho \dot{\xi}_j \dot{\xi}_j, \tag{6.124}
\]

from which Onsager’s linear laws may be written as

\[
\rho \ddot{\xi}_j = \sum_r L_{jr} \xi_r. \tag{6.125}
\]

We utilize the above orthogonal transformation for bringing the symmetrical part of tensor \([L_{jr}]\) to diagonal form. Close to equilibrium, with this variables \( \xi_j \) are unambiguous except for the sign. If only Onsager’s reciprocal relations hold, the mixed-index elements of matrix \( L_{jr} \) are zero; thus from equation (6.125), the simpler relations

\[
\rho \ddot{\xi}_j = -L_{jj} \xi_j \tag{6.126}
\]

are obtained. (No summation has to be done for \( j\)-s.) If the medium does not rotate, the solution of the equation is

\[
\xi_j = \xi_j(0) e^{-\frac{L_{jj}}{\rho} t}. \tag{6.127}
\]

By a further topological transformation, we can assume that the time course far from equilibrium (where laws (6.126) are no longer valid) would satisfy correlations

\[
\frac{d}{dt} (\dot{\xi}_j) \dot{\xi}_j = -(\xi_j) \dot{\xi}_j \tag{6.128}
\]

Since the form of equations (6.126) is unchanged by transformations

\[
|\xi_j^*| = |\xi_j|^\alpha; \quad \xi_j^* \xi_j \geq 0, \tag{6.129}
\]

these can be used for ensuring the linearity of cross-effects coupling the quantities belonging to the equilibrium variables in as wide a range as possible. With this, we made the selection of canonical variables unambiguous, even far from equilibrium (aside from the sign).

Let us now proceed to energy representation. Notice that function \( s_0(u, a_i) \) is a strictly increasing function of \( u \) and, thus, can be inverted with respect to \( u \):

\[
u = u_0(s + \Delta s, a_i) \tag{6.130}
\]

Here \( u_0(s_0, a_i) \) is a function known from thermostatics, which is a strictly increasing function of \( s_0 \). Consequently, by utilizing the positive nature of \( \Delta s \) instead of equation (6.130), we may write that

\[
u = u_0(s, a_i) + \Delta u \tag{6.131}
\]
where $\Delta u$ is zero in local equilibrium; otherwise, it is a positive quantity.

Our considerations for the selection of dynamic variables can be repeated now, and lead to

$$u = u_0(s, a_i) + \frac{1}{2} \sum_j \xi_j^2$$

(6.132)

When starting from the correlation

$$\dot{\rho} = \dot{\rho} \frac{\partial u_0}{\partial s} + \rho \sum_j \xi_j^\prime \xi_j^\prime$$

(6.133)

in the case of linear laws written for the canonical dynamic variables thus interpreted, then equations (6.125)-(6.129) remain valid. Note that temperature may be interpreted in entropy representation as

$$\frac{\partial s_0}{\partial u} = \frac{1}{T}$$

(6.134)

whereas in energy representation as

$$\frac{\partial u_0}{\partial s} = T$$

(6.135)

Naturally, the two interpretations are not identical, though they do not differ in linear order. The energy representation is close to the notations used traditionally; therefore, its application is often to be preferred.

It is easy to proceed from entropy representation to energy representation. On forming the objective time derivatives of both sides of equation (6.132), we obtain

$$\dot{\hat{u}} = \frac{\partial u_0}{\partial s} \dot{s} + \frac{\partial u_0}{\partial a_i} \dot{a}_i + \sum_j \xi_j^\prime \xi_j^\prime$$

(6.136)

and introducing equilibrium intensity parameters $\Gamma_i$ by notations

$$\frac{\partial u_0}{\partial a_i} = \Gamma_i,$$

(6.137)

as well as utilizing equation (6.135) for the derivative with respect to entropy, we arrive at

$$T \dot{s} = \dot{\hat{u}} - \Gamma_i \dot{a}_i - \sum_j \xi_j^\prime \xi_j^\prime.$$  

(6.138)

If we introduce entropy production repeatedly with this expression, we have to use the following transcription

$$\frac{\partial s_0}{\partial a_i} \rightarrow -\frac{1}{T} \frac{\partial u_0}{\partial a_i}; \quad \xi_i \xi_i^\prime \rightarrow \frac{1}{T} \xi_j^\prime \xi_j^\prime.$$  

With that, we obtain an expression for $T \sigma_s$ which is easy to handle

$$T \sigma_s = \rho T \dot{s} + T \text{div} \frac{J_q}{T} = J_q T \text{grad} \frac{1}{T} + \sigma_u - \rho \Gamma_i \dot{a}_i - \rho \sum_j \xi_j^\prime \xi_j^\prime.$$  

(6.139)

The selection of the representation is not a principal question; it is always made for convenience and according to personal taste.
6.2. Motion of a body with several dynamic variables.

Examine a medium whose description necessitates the use of more than one dynamic variables which is supposed to be zero trace second order tensors. In energy representation, the density of energy dissipation based on equation (4.27) by the assumption of an isothermal medium is:

\[ T\sigma_s = \left( t - \rho d \frac{\partial u_0}{\partial d} \right) : \frac{1}{2} (d^{-1} + d^{-1} \dot{d}) - \rho \sum_j \xi_j : \dot{\xi}_j. \]

(6.140)

If for simplicity we consider only constant-volume motions and assume about tensor \( d^{-1} \) that it is a unit tensor (either because the medium is a fluid or because the deformation is small) and introduce viscous stress tensor \( t^v \) on the basis of equation (5.9), we obtain

\[ T\sigma_s = t^v : \dot{d} - \rho \sum_j \xi'_j : \dot{\xi}'_j. \]

(6.141)

Let us first examine the case when all the dynamic variables are invariant under time inversion. Then the introduction of notation

\[ \sqrt{\rho} \xi'_j = \alpha_j \]

(6.142)

is useful, as with it, the independent and dependent variables of linear laws are the following:

\[ X_0 = \dot{d}; \quad X_j = -\alpha_j; \quad J_0 = t^v; \quad J_j = \dot{\alpha}_j. \]

(6.143)

By considering that \( X_0 \) is a variable of the \( \beta \)-type, linear laws can be written as

\[ t^v = L_{00} \dot{d} - \sum_j L_{0j} \alpha_j; \]

(6.144)

\[ \dot{\alpha}_j = -L_{0j} \dot{d} - L_j \alpha_j. \]

These equations are similar to equation (6.10) only with more dynamic variables and \( \dot{d} \) is chosen here as independent variable. This choice ensures, at the same time, that there is no coupling between individual \( \alpha_j \)-s. Initial conditions

\[ \alpha_j(0) = 0 \]

(6.145)

have to be considered also for a motion starting from equilibrium. If we know the velocity field, these equations are linear and relatively easy to solve. However, if we consider stress as the known quantity, our equations are non-linear and quite difficult to solve corresponding to the structure of the objective time derivative.

6.2.1. Small-amplitude oscillations. Let us now turn to small-amplitude oscillations. In this case the objective time derivatives can be regarded as identical with the partial derivatives with respect to time and the usual complex number formalism may be used. Then equation (6.144) becomes

\[ t^v = L_{00} p d_D - \sum_j L_{0j} \alpha_j; \]

(6.146)

\[ (L_j + p) \alpha_j = -L_{0j} p d_D; \]
from which $\alpha_j$ can be expressed and for the viscous stress tensor, an explicit expression is obtained:

$$
t^v = \left( L_{00} + \sum_j \frac{L_{0j}^2}{L_j + p} \right) pd_D. \quad (6.147)$$

Let us consider, first, fluids for which $t^v = t_D$. If this is compared with equation (3.16), it is seen that our model for this fluid is identical with the generalized Maxwell body whose parameters are

$$
\begin{align*}
\frac{1}{\mu_0} &= 0, & 2\eta_0 &= L_{00}; \\
2\mu_i &= L_{0j}^2; & 2\eta_i &= \frac{L_{0j}^2}{L_j}.
\end{align*} \quad (6.148)
$$

(Equality $1/\mu_0 = 0$ means that the spring of the 0-th Maxwell element is rigid, i.e. this is a Newton element.) Thus, in general, we may say that the behavior of a fluid model in small-amplitude oscillations can be described by a mechanical model consisting of Newton-element and as many Maxwell-elements in parallel connection as is the number of necessary $\alpha$-type dynamic variables for characterizing the medium.

These results can readily be applied for solid bodies, taking into account only correlation $t = t^v + t^e$. On using the form of Hooke’s law given by equation (5.24), the stress deviator may be obtained from equation (6.147) as

$$
t_D = 2\mu(d - \delta) + \left( L_{00} + \sum_j \frac{L_{0j}^2}{L_j + p} \right) pd_D. \quad (6.149)$$

Hence the mechanical model is given by connecting a spring with parameter $\mu$ parallel to a generalized Maxwell body.

Small changes in the volume do not significantly influence the above considerations, but the deviatoric part of the stress tensor should be substituted for stress. Simultaneously, the variation in volume and the trace of stress tensor should also be provided for which the whole chain of thought can be repeated with scalar dynamic parameters with the traces of tensors $\dot{d}$ and $t^v$. The equations thus obtained are formally analogous to equation (6.149), but with scalar variables. The number of dynamic variables and the values of parameters may, naturally, be different from those in equation (6.149). In equations describing volume changes, there is always an elastic term; thus, the mechanical models should always contain a spring in parallel connection.

6.2.2. Shear flow of liquids. Let us now examine the behavior of liquids described by equation (6.144) in the case of planar flow. The velocity field should be given then by equation (6.82). In the case of specified velocity distributions, the equations concerning the dynamic variables are solved individually; by inserting their solution into the first equation, the stress is determined.

However, this is not the task in the majority of practical cases, but mostly we look for velocity distribution in the knowledge of the stress field. In such cases the
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The problem is much more complex. However, solution is made easier by the fact that the third rows and third columns of matrices $\mathbf{d}$ and $\mathbf{ω}$ contain only zero elements; thus the third rows and columns of dynamic variables $\mathbf{α}_j$ contain also only zero elements as is seen from equations (6.144). This fact enables us to use the complex formalism introduced in subsection 6.1.3. and generalized in 6.1.6. (Attention should be called to the fact that tensor $\mathbf{d}$ has only small significance, since here the reference configuration continuously changes as is usual for liquids.) The solutions of the complex form of equations (6.144)

$$
t^\nu = L_{00} \mathbf{d} - \sum_j L_{0j} \mathbf{α}_j;
$$

$$
\frac{d\mathbf{α}_j}{dt} + 2i\omega \mathbf{α}_j = -L_{0j} \mathbf{d} - L_j \mathbf{α}_j;
$$

will be dealt with only for stationary shear flow, when the material derivative of dynamic variables with respect to time are zero. In this case, $\mathbf{α}_j$-s can easily be expressed and upon their substitution into the first equation, the correlation between stress and shear rate results in its complex form as

$$
t^\nu = L_{00} \kappa + \frac{1}{2} \sum_j \frac{L_{0j}^2 \kappa}{L_j + \kappa^2} \mathbf{d};
$$

(6.151)

where the notations introduced in subsection 6.1.2. are used.

From equation (6.151) the viscometric functions can be obtained:

$$
\tau = L_{00} \kappa + \frac{1}{2} \sum_j \frac{L_j L_{0j}^2 \kappa}{L_j^2 + \kappa^2} \kappa,
\quad \sigma_1 = -\sigma_2 = \frac{1}{2} \sum_j \frac{L_{0j}^2 \kappa^2}{L_j^2 + \kappa^2}.
$$

(6.152)

These viscometric functions can be applied, naturally, not only for stationary shear flow, but for any viscometric flow, as well.

Though the viscometric functions thus calculated are directly suitable for practical application, cases may occur when the normal stress difference functions are necessary for a particular material about which we do not know how many dynamic variables are needed for characterizing them. The shear stress function is relatively easy to measure, and the majority of viscometers used in laboratories is applicable for this purpose. However, this is not true for the normal stress difference functions. Then the following procedure may be applied. We determine the shear stress function from the measured data in a form corresponding to equation (6.152a). This task is easy to perform by numerical methods elaborated on the basis of the constructive theory of functions. Thus $\sigma_1$ and $\sigma_2$ can be constructed from parameters $L_j$ and $L_{0j}^2$.

However, there is another method feasible for this purpose. For its application, let us rewrite equation (6.151) in a modified form:

$$
t^\nu = \left\{ L_{00} + \sum_j \frac{L_{0j}^2}{L_j + 2i\omega} \right\} \mathbf{d} = \eta(p) \kappa.
$$

(6.153)
Here we introduced again the complex variable \( p = 2i\omega \) and the complex viscosity \( \eta(p) \) with which the viscometric functions stand in the following correlations:

\[
\tau = \Re \eta \kappa, \quad \sigma_1 = -\sigma_2 = -\Im \eta \kappa. \tag{6.154}
\]

Notice that the complex viscosity is a regular function of complex variable \( p \) on the closed right half plane whereas we are interested in its values only along the imaginary axis. This fact provides a possibility of determining the imaginary part of \( \eta(i\kappa) \) when knowing its real part. The method used is the Hilbert transformation whose essence is the following:

Since \( \eta(p) \) is regular on the closed right half plane, for any real \( \kappa \) the singularity of the function

\[
f(p, \kappa) = \eta(p) - \eta(i\kappa)
\]

at \( p = i\kappa \) is removable. Therefore the contour of the integral of this function along any curve lying in the closed right half-plane is zero, which keeps itself away from \( p = i\kappa \). By choosing the integration pathway (G) according to Figure 6.16,

\[
\oint_S \eta(p) - \eta(i\kappa) \frac{dp}{p - i\kappa} = \int_{-R}^{\kappa - r} \frac{\eta(it) - \eta(i\kappa)}{it - i\kappa} d(it) + \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\eta(i\kappa + re^{i\varphi}) - \eta(i\kappa)}{re^{i\varphi}} d(re^{i\varphi}) + \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\eta(Re^{i\varphi}) - \eta(i\kappa)}{Re^{i\varphi} - i\kappa} d(Re^{i\varphi}) = 0.
\]
Let us now evaluate the limit when \( r \to 0 \) and \( R \to \infty \) (In what follows,

\[
\lim_{\varepsilon \to 0} \left( \int_{-\infty}^{\kappa-\varepsilon} \ldots dt + \int_{\kappa+\varepsilon}^{\infty} \ldots dt \right)
\]

the so-called principal value of the integral will be denoted by \( \int_{-\infty}^{\infty} \ldots dt. \)

\[
\int_{-\infty}^{\infty} \frac{\eta(it) - \eta(i\kappa)}{it - i\kappa} d(it) + i\pi [\eta(i\kappa) - \eta_\infty] = 0 \tag{6.157}
\]

where it has been utilized that limit

\[
\lim_{p \to \infty} \eta(p) = \eta_\infty \tag{6.158}
\]

exists and is finite and even real as seen from equation (6.153). Upon separating
the real and imaginary parts and utilizing that

\[
\int_{-\infty}^{\infty} \frac{dt}{t - \kappa} = 0, \tag{6.159}
\]

we arrive at expressions

\[
\Im \eta(i\kappa) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\Re \eta(it)}{t - \kappa} dt
\]

and

\[
\Re \eta(i\kappa) = \eta_\infty - \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\Im \eta(it)}{t - \kappa} dt \tag{6.160}
\]

The first equation is suitable to determine the normal stress function if we know
the shear stress function. On the basis of equation (6.154), the omission of complex
notations gives

\[
\sigma_1 = -\sigma_2 = -\frac{\kappa}{\pi} \int_{-\infty}^{\infty} \frac{\tau(t)}{t(t - \kappa)} dt
\]

\[
\tau = \eta_\infty \kappa + \frac{\kappa}{\pi} \int_{-\infty}^{\infty} \frac{\sigma_1(t)}{t(t - \kappa)} dt \tag{6.161}
\]

It will be shown later that these equations hold even if not all the dynamic variables
are invariant under time inversion. Naturally, they cease to hold if non-linearities
similar to those described in subsection 6.1.8. appear.
6.2.3. Several types of dynamic variables. It is not impossible in principle that part of the dynamic variables in equation (6.141) are even, and another part of them is odd with respect to time inversion. In this case the differential equations for the dynamic variables cannot be solved individually even if the velocity field is known. In these cases notation (6.142) loses its practicability, and the thermodynamic forces and currents may be selected as follows:

\[ X_0 = \dot{d}, \quad X_j = -\sqrt{\varrho} \xi'_j; \]
\[ J_0 = t^v; \quad J_j = \sqrt{\varrho} \ddot{\xi}_j. \]

(6.162)

Linear laws are now the following:

\[ t^v = L_{00} \dot{d} + \sum_j L_{0j} X_j, \]
\[ -\ddot{X}_k = L_{k0} \dot{d} + \sum_j L_{kj} X_j, \]

(6.163)

where the relation following from the constant volume and from equation (6.162)

\[ J_j = -\ddot{X}_j \]

(6.164)

is utilized. Plane motions can be described also here by complex expressions, which, for shear flow and arranging them for the unknown quantities, give

\[ t^v - \sum_j L_{0j} X_j = L_{00} \dot{d}, \]
\[ i\kappa X_k + \sum_j L_{kj} X_j = -L_{k0} \dot{d}. \]

(6.165)

These equations are linear with respect to the quantities \( t^v \) and \( X_k \). Thus, on the basis of Cramer’s rule, \( t^v \) may be calculated from them. Since the right-hand sides of all the equations are proportional to \( \dot{d} \), the result is

\[ t^v = 2\eta(i\kappa) \dot{d} = \eta(i\kappa) \kappa, \]

(6.166)

where \( 2\eta(i\kappa) \) is the ratio of two determinants. As on the basis of the stability of thermodynamic equilibrium, it is clear that the complex function \( \eta(p) \) cannot have either a pole or a zero on the closed right half-plane, correlations (6.161) between viscometric functions can be derived here, too. However, for the particular form of these functions, no general equation similar to equation (6.152) can be given; they will be different from case to case.

The attention of readers familiar with the theory of electric networks is called to the analogy existing between functions \( \eta(i\kappa) \) and the impedances of electric circuits. By introducing analogies

\[ t^v \rightarrow U, \quad \eta \rightarrow Z, \quad \kappa \rightarrow I, \]

(6.167)
we may say that the viscometric functions according to correspondences

\[ \Re U \rightarrow \tau, \quad \Im U \rightarrow -\sigma_1 = \sigma_2 \]  

(6.168)

may show the same diversity as the transfer characteristics of electric two-poles. The other features of this electric analogy are also interesting, since according to equation (6.89), the absolute value of the complex stress provides the eigenvalues of the viscous stress tensor, whereas its phase gives the spatial directions of principal stresses. Another reason why this electric analogy is useful is that in this way the methods applied in the theory of linear networks may be directly employed.

6.2.4. Analogy with electric two-poles. Before elaborating the details of this analogy, let us notice that upon examining either small-amplitude oscillations or stationary shear flow, equations (6.163) may be rewritten in the form

\[
\begin{align*}
\dot{t}^v &= L_{00} \dot{d} + \sum_j L_{0j} X_j; \\
-pX_k &= L_{k0} \dot{d} + \sum_j L_{kj} X_j;
\end{align*}
\]  

(6.169)

where only the meaning of the complex variable is different: for oscillations it is the complex frequency; for shear flow it is the product of shear rate and the imaginary unit. In writing the equations, we preserve the tensorial notation, since for oscillations \( \dot{t}^v, \dot{d} \) and \( X_j \) are tensors with complex components; whereas for shear flow, they are complex numbers. However, this difference does not influence the formal way of calculations, thus the two cases are treated together.

In calculating \( \dot{t}^v \) from equations (6.169) we obtain that

\[ \dot{t}^v = 2\eta(p)\dot{d}, \]  

(6.170)

where \( 2\eta(p) \) is the ratio of two determinants. Since the stability of thermodynamic equilibrium \( \eta(p) \) is a positive real function. According to the theorem of Bott and Duffin [12], a two-pole consisting of capacitors, resistances and inductances can always be found whose impedance is this very function. This two-pole may be regarded as the electric model of the medium.

Let us now analyze in detail the correlation between the electrical and mechanical models. The mechanical model of the body described by equations (6.169) — though it is yet to be proved — consists of three types of elements. These are the linear spring, the dashpot and the inertia element introduced in subsection 6.1.1. Electric two-poles consist also of three types of elements: capacitors, resistors and inductors. Let us assume the analogies according to the arrangement:
VI. SYSTEMS FAR FROM EQUILIBRIUM

\[ \sigma = \mu \varepsilon \]
\[ \sigma = \eta \dot{\varepsilon} \]
\[ \sigma = \Theta \ddot{\varepsilon} \]

\[ U = \frac{1}{C} Q \]
\[ U = R \dot{Q} \]
\[ U = L \ddot{Q} \]

It seems that analogy

\[ U \leftrightarrow \sigma \quad Q \leftrightarrow \varepsilon \]

and, from this, analogies

\[ \mu \leftrightarrow \frac{1}{C} \quad \eta \leftrightarrow R \quad \Theta \leftrightarrow L \]

are perfect. However, the question is not so simple. Let us examine how the partial currents, partial potentials and partial deformations correlate in the case of the serial or parallel connection of two elements:

Connection | \( U \) | \( Q \) | \( \sigma \) | \( \varepsilon \) |
---|---|---|---|---|
Serial | \( U = U_1 + U_2 \) | \( Q = Q_1 = Q_2 \) | \( \sigma = \sigma_1 = \sigma_2 \) | \( \varepsilon = \varepsilon_1 + \varepsilon_2 \) |
Parallel | \( U = U_1 = U_2 \) | \( Q = Q_1 + Q_2 \) | \( \sigma = \sigma_1 + \sigma_2 \) | \( \varepsilon = \varepsilon_1 = \varepsilon_2 \) |

It is apparent from the table that analogies only exist for the parallel connections in the mechanical model and the serial connections of the electric model and vice versa. However, due to the dual nature of electric networks, this does not cause any difficulty. We do not deal with the analogies of more complex networks, as they have not yet been applied for rheological problems. We provide two simpler (in Figure 6.17) and two more complex (in Figure 6.18) equivalent electric and mechanical models, as examples.

It is seen from the model that the mechanical model can be derived from the electric one as follows: Let us close the electric two-pole by a preferred edge. Construct the dual graph and place the analogous mechanical elements onto its appropriate
edges and finally, omit the preferred edge, fix its one end and put a load on the other. This procedure can be carried out in the reverse way, too.

The electric analogy may be generalized also for mechanical models describing plastic behavior and, thus, containing St. Venant-elements as well, only an idealized glow-discharge lamp or two oppositely connected Zener diodes should be introduced as analogies to the St. Venant-elements (Figure 6.19)

\[ \sigma = \pm \sigma_0 \]

\[ U = \pm U_0 \]

The main advantage of the above method is that the results of the theory of electric networks are easy to be transferred to mechanical problems.

6.2.5. Streaming birefringence. We turn back now to the case of pure \( \alpha \)-type variables. The elementary theory of streaming birefringence outlined in subsection 6.1.7. can readily be generalized, only instead of equation (6.93), expression

\[ \varepsilon = \varepsilon(u, v)\delta + \sum_j \varepsilon^*_j(u, v)\alpha_j \]  

(6.171)

should be written. In the case of shear flow, the complex forms of \( \alpha_j \)-s can be calculated from equation (6.150) and substituted into the complex form of the derivatoric part of tensor \( \varepsilon \). Thus we arrive at the formula

\[ \varepsilon_D = \sum_j \varepsilon^*_j\alpha_j = -\sum_j \frac{\varepsilon_j^* L_{0j} \kappa}{L_j + \kappa i} \]  

(6.172)

If we introduce quantities

\[ \varepsilon_j^{**} = \varepsilon_j^* \frac{L_{0j}}{2L_j}; \quad \tau_j = \frac{1}{L_j} \]  

(6.173)

the result thus obtained is

\[ \varepsilon_D = \sum_j \frac{\varepsilon_j^{**}\kappa}{1 + i\tau_j\kappa} \]  

(6.174)
which is analogous to equation (6.97). The calculation of birefringence is now more complicated than in the case of equation (6.98), but it is feasible for particular cases.

6.2.6. Matrix representation of constitutive equations. If calculations have to be made by using several dynamic variables, matrices seem to be very useful tools for writing linear laws in a concise, symbolic way.

For the formulation of equation (6.163) in a matrix form, array the thermodynamic forces $X_j$ — which are also dynamic variables — into column matrices. The matrix obtained — which is a hypermatrix, in fact, denoted by $\mathcal{X}$ — contains tensor $X_j$ in its $j$-th row. This matrix can be regarded as a second-order tensor whose components are column matrices. Correspondingly, the matrix form of equations (6.163) is:

$$
\begin{align*}
t^v &= L_{000} \dot{d} + L_{011} \mathcal{X}, \\
- \dot{\mathcal{X}} &= L_{100} \dot{d} + L_{111} \mathcal{X},
\end{align*}
$$

where $L_{01}$ is the row matrix built of coefficients $L_{0j}$; $L_{10}$ is the column matrix built of coefficients $L_{k0}$; whereas the elements of quadratic matrix $L_{11}$ are coefficients $L_{kj}$.

The use of matrices results in an especially concise form of the complex formalism. Thus the matrix forms of complex equation (6.165) are:

$$
\begin{align*}
t^v &= L_{000} \dot{d} + L_{011} \mathcal{X}, \\
(i \kappa \delta + L_{111}) \mathcal{X} &= -L_{100} \dot{d},
\end{align*}
$$

where $\delta$ is the $n \times n$ unit matrix and $n$ the number of complex variables. The correlation between stress and the deformation rate is easy to establish. We express, namely, $\mathcal{X}$ from the second equation and insert it into the first one. From this,

$$
\begin{align*}
t^v &= L_{000} \dot{d} - L_{011} (L_{111} + i \kappa \delta)^{-1} L_{100} \dot{d}.
\end{align*}
$$

results. By using equality

$$
(L_{111} + i \kappa \delta)^{-1}(L_{111} - i \kappa \delta)^{-1} = (L_{111}^2 + \kappa^2 \delta)^{-1},
$$

correlation

$$
\begin{align*}
t^v &= L_{000} \dot{d} - L_{011} (L_{111}^2 + \kappa^2 \delta)^{-1}(L_{111} - i \kappa \delta) L_{100} \dot{d}.
\end{align*}
$$

is obtained. Since for shear flow $\dot{d} = \kappa/2$ and the real part of $t^v$ is the shear stress function whereas its imaginary part is the $(-1)$-fold of normal stress function $\sigma_1$, the separation of the real and imaginary parts leads to expressions

$$
\tau(\kappa) = \frac{1}{2} \left[ L_{000} - L_{011} (L_{111}^2 + \kappa^2 \delta)^{-1} L_{111} L_{100} \right] \kappa.
$$

and

$$
\sigma_1(\kappa) = -\frac{1}{2} \left[ L_{011} (L_{111}^2 + \kappa^2 \delta)^{-1} L_{100} \right] \kappa^2
$$

for the viscometric functions. Provided that only $\alpha$-type variables are involved in our equations, in canonical representation $L_{11}$ is a diagonal matrix and Onsager’s reciprocal relations take the form

$$
L_{01} = -L_{10}^T.
$$

By utilizing these, our equations transform into equations (6.152).
6.2.7. Plastic behavior. For studying the plastic properties of bodies characterized by several dynamic variables, we start from the arrangement described in subsection 6.1.5. The viscous stress tensor is given in this case also by equation (6.45), whereas the velocity gradient is sought in a form corresponding to equation (6.46). Based on this, \( \omega \) and \( \ddot{d} \) can be given in the form of equation (6.47). It is not necessary now to calculate tensors \( t^v \) and \( \ddot{d} \), as dynamic variables are not worth being eliminated from equations (6.175) now. However, we shall need the explicit form of \( \ddot{X} \) which in the stationary case is

\[
\ddot{X} = \dot{X} \omega - \omega \dot{X} = \\
\begin{bmatrix}
2\omega_3 \dot{X}_{12} & \omega_1 \dot{X}_{13} - \omega_3 (\dot{X}_{11} - \dot{X}_{22}) & \omega_3 \dot{X}_{23} - \omega_1 \dot{X}_{12} \\
\omega_1 \dot{X}_{13} - \omega_3 (\dot{X}_{11} - \dot{X}_{22}) & 2\omega_1 \dot{X}_{23} - 2\omega_3 \dot{X}_{12} & \omega_1 (\dot{X}_{33} - \dot{X}_{22}) - \omega_3 \dot{X}_{13} \\
\omega_3 \dot{X}_{23} - \omega_1 \dot{X}_{12} & \omega_1 (\dot{X}_{33} - \dot{X}_{22}) - \omega_3 \dot{X}_{13} & -2\omega_1 \dot{X}_{23}
\end{bmatrix}
\]  

(6.182)

Concerning the possible solutions of equation (6.175), here, too, more cases may be distinguished; but now case 1 will be broken into two subcases.

In subcase 1a, let \( \ddot{\omega} \) be equal to zero. Then expressing \( \dot{X} \) from the second equation and inserting it into the first one, we obtain

\[
\dot{X} = -L_{11}^{-1}L_{10} \ddot{d}
\]

(6.183)

By introducing notation

\[
L_{00} - L_{01} L_{11}^{-1} L_{10} = 2\eta,
\]

(6.184)

we arrive at

\[
\ddot{d} = \frac{\sigma}{6\eta} \left[ \begin{array}{ccc} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{array} \right]
\]

(6.185)

In subcase 1b let \( \omega_3 = 0 \), but \( \omega_1 \neq 0 \). The solution of the equations remains unchanged, since \( \ddot{X} \) remains zero as it can be calculated from equations (6.185), (6.183) and (6.182). Hence, case 1 corresponds to a linear, viscous flow also for media characterizable with several dynamic variables. This flow is identical with the phenomenon of creep for plastic media.

By analogy to the behavior of media characterizable by one dynamic variable, the stationary solution in which \( \omega_3 \neq 0 \) but \( \omega_1 = 0 \) is considered case 2. Case 3 is when neither \( \omega_3 = 0 \) nor \( \omega_1 = 0 \). In case 2, equations are written first for tensor components (1,3) and (2,3):

\[
0 = L_{01} \dot{X}_{13} - \omega_3 \dot{X}_{23} = L_{11} \dot{X}_{13}
\]

(6.186)

\[
0 = L_{00} \ddot{d}_{23} + L_{01} \dot{X}_{23}; \quad \omega_3 \dot{X}_{13} = L_{10} \ddot{d}_{23} + L_{11} \dot{X}_{23}
\]

The expression of \( \dot{X}_{23} \) from the second equation and its substitution into the third and fourth equations give

\[
0 = L_{00} \ddot{d}_{23} + L_{01} \left( -\frac{1}{\omega_3} L_{11} \dot{X}_{13} \right),
\]

\[
\omega_3 \dot{X}_{13} = L_{10} \ddot{d}_{23} + L_{11} \left( -\frac{1}{\omega_3} L_{11} \dot{X}_{13} \right).
\]

(6.187)
Expressing now $X_{13}$ from the second equation and inserting it into the first one we arrive at
\[ 0 = [L_{00} - L_{01}(L_{11}^2 + \omega_3^2\delta)^{-1}L_{11}L_{10}] \ddot{d}_{23}; \] (6.188)
where the coefficient of $\ddot{d}_{23}$ depends on $\omega_3$ in the same way as the quantity in brackets in the shear stress function in equation (6.180). From this it follows that $\ddot{d}_{23} = 0$, as $\tau(\kappa)$ cannot be zero and thus the coefficients of $\ddot{d}_{23}$ cannot be zero either in equation (6.188) if $\omega_3 \neq 0$. The results from the second equation of (6.187) is that $X_{13} = 0$; and from the second equation of (6.186) $X_{23} = 0$.

Examine now position (3,3). Then
\[ -\sigma_3 = L_{00}\ddot{d}_{33} + L_{01}X_{33}; \]
\[ 0 = L_{10}\ddot{d}_{33} + L_{11}X_{33}; \] (6.189)
whence for $X_{33}$ and $\ddot{d}_{33}$
\[ -\sigma_3 = (L_{00} - L_{01}L_{11}^{-1}L_{10})\ddot{d}_{33} = 2\eta\ddot{d}_{33}; \]
\[ \ddot{d}_{33} = -\frac{\sigma_3}{6\eta}; \] (6.190)
\[ X_{33} = \frac{\sigma_3}{6\eta}L_{11}^{-1}L_{10} \]
is obtained. Let us now write the equation for tensor components with subscripts (1,1) and (1,2):
\[ \frac{2\sigma_3}{3} = L_{00}\ddot{d}_{11} + L_{01}X_{11}; \]
\[ -2\omega_3X_{12} = L_{10}\ddot{d}_{11} + L_{11}X_{11} \]
\[ 0 = -L_{00}\omega_3 + L_{01}X_{12} \]
\[ \omega_3(2X_{11} + X_{33}) = -L_{10}\omega_3 + L_{11}X_{12} \] (6.191)
These equations are quite difficult to solve. However, the difficulties can be circumvented if we regard $\sigma$ as unknown, instead of $\omega_3$. In this case the equations are linear and their solution for $\ddot{d}_{11}$ and $\sigma$ provides the correlation between these variables in a parametric form with $\omega_3$ as a parameter. By expressing $X_{12}$ from the second equation and substituting it into the others, the first one remains unchanged; and instead of the third and fourth, we may write
\[ 0 = 2L_{00}\omega_3^2 + L_{01}L_{10}\ddot{d}_{11} + L_{01}L_{11}X_{11} \]
\[ 0 = 4\omega_3^2X_{11} + 2\omega_3^2X_{33} + 2L_{10}\omega_3^2 + L_{11}L_{10}\ddot{d}_{11} + L_{11}^2X_{11} \] (6.192)
The expression of $X_{11}$ and its insertion into the first equation as well as into equation (6.191b) provides the following equations for $\sigma$ and $\ddot{d}_{11}$;
\[ \frac{\sigma}{2} + (L_{00} - a_1)\left(\frac{\sigma}{12\eta} - \ddot{d}_{11}\right) = 2\omega_3^2a_0, \]
\[ 2a_0\left(\frac{\sigma}{12\eta} - \ddot{d}_{11}\right) = L_{00} - a_1, \] (6.193)
where notations
\[
a_0 = L_{01}(L_{11}^2 + 4\omega_3^2\delta)^{-1}L_{10} \\
a_1 = L_{01}L_{11}(L_{11}^2 + 4\omega_3^2\delta)^{-1}L_{10}
\] (6.194)
have been introduced. It should be noted that functions \(a_0\) and \(a_1\) are in a close relationship with the viscometric functions (6.180). Let us now introduce notation
\[
\kappa = 2\omega_3
\] (6.195)
into equations (6.194); then a simple calculation provides for the viscometric functions the following expressions:
\[
\tau(\kappa) = \frac{\kappa[L_{00} - a_1(\kappa)]}{2}; \quad \sigma_1 = -\frac{a_0(\kappa)\kappa^2}{2} \quad (6.196)
\]
By preserving notation (6.195), equations (6.193) take the following form:
\[
\frac{\sigma}{2} + \frac{2\tau(\kappa)}{\kappa} \left[ \frac{\sigma}{12\eta} - \dot{d}_{11} \right] = \sigma_1(\kappa), \quad (6.197)
\]
\[
\frac{\sigma}{12\eta} - \dot{d}_{11} = -\frac{\kappa\tau(\kappa)}{2\sigma_1(\kappa)}.
\]
From these equations \(\sigma\) and \(\dot{d}_{11}\) may be determined as functions of parameter \(\kappa\):
\[
\sigma = 2\frac{\sigma_1(\kappa)^2 + \tau(\kappa)^2}{\sigma_1(\kappa)}
\]
\[
\dot{d}_{11} = \frac{\sigma_1(\kappa)^2 + \tau(\kappa)^2 + 3\eta\kappa\tau(\kappa)}{6\eta\sigma_1(\kappa)} \quad (6.198)
\]
The correlation between tensile stress and \(\dot{d}_{11}\) is, in general, non-linear. On determining the critical tensile stress from equation (6.198), we obtain
\[
\sigma_{\text{crit}} = 2\lim_{\kappa \to 0} \frac{\tau(\kappa)^2}{\sigma_1(\kappa)} \quad (6.199)
\]
By calculating the limit for \(\dot{d}_{11}\) when \(\kappa \to 0\), we see that the limiting point of correlation (6.198) describing section 2 satisfies also the linear correlation (6.185) valid for creep. Calculations for case 3 will not be carried out because they would be very lengthy.

Examine now how far case 1a is stable. For components (1,2) of equations (6.175) for cases of small \(\omega_3\) and small deviations from equation (6.185), we arrive at
\[
0 = -L_{00}\omega_3 + L_{01}\chi_{12}; \\
-\dot{\chi}_{12} - \omega_3 L_{11}^{-1}L_{10} \frac{\sigma}{2\eta} = -L_{10}\omega_3 - L_{11}\chi_{12}; \quad (6.200)
\]
in which we utilized equations (6.183) and (6.185) as well. The differential equation obtained is linear in \(\chi_{12}\) and \(\omega_3\). Its characteristic equation, by substitution
\[
\dot{\chi}_{12} = p\chi_{12} \quad (6.201)
\]
is as follows:
\[
\begin{vmatrix}
-L_{00} & L_{01} \\
-L_{10} + L_{11}^{-1} L_{10} \frac{\sigma}{2\eta} & L_{11} + p\delta
\end{vmatrix} = 0. \tag{6.202}
\]
Critical stress is obtained by substitution \( p = 0 \). In calculations, by multiplying the characteristic equation from the left by the determinant of the hypermatrix
\[
\begin{bmatrix}
1 & 0 \\
0 & L_{11}^{-1}
\end{bmatrix}
\]
and utilizing the multiplication rule of determinants, we may write that
\[
\begin{vmatrix}
L_{00} \\
L_{11}^{-1} L_{10} - L_{11}^{-2} L_{10} \frac{\sigma_{\text{crit}}}{2\eta} \delta
\end{vmatrix} = 0 \tag{6.203}
\]
The expansion of this determinant results in
\[
L_{00} - L_{01} L_{11}^{-1} L_{10} + \frac{\sigma_{\text{crit}}}{2\eta} L_{01} L_{11}^{-2} L_{10} = 0 \tag{6.204}
\]
whence
\[
\sigma_{\text{crit}} = -\frac{(2\eta)^2}{L_{01} L_{11}^{-2} L_{10}}. \tag{6.205}
\]
The form of equation (6.180) for viscometric functions convinces us that the critical tensile stress obtained is identical with that given by equation (6.199). This means that at a certain critical stress, creep loses its stability and plastic flow starts. Naturally, these considerations do not hold for any medium: since \( \sigma_{\text{crit}} < 0 \) is also possible and in this case there is no creep, and case 2 cannot be called plastic flow. However, this latter case can only exist if \( \beta \)-type variables also occur among the dynamic variables.

Finally we note that in our previous calculations we have assumed that the root of characteristic equation (6.202) which is closest to the imaginary axis is a real number. This hypothesis is always true for cases where only \( \alpha \)-type dynamic variables are present.
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Figure 6.21

Figure 6.20 illustrates the first two sections of the correlation between tensile stress and the relative rate of stretching for a given medium characterized by two $\alpha$-type dynamic variables. It should be noted that for other values of parameters it may occur that the break in the curve or its subsequent curvature is not so apparent (Figure 6.21). Finally, let us investigate the plastic behavior in plane flow. Similar to stretching along a single axis, some kinematic restrictions have to be made for the flow pattern. Let us take the axes of the coordinate system so that the matrix of the stress tensor be

$$
t = \begin{bmatrix} \sigma & 0 & 0 \\ 0 & -\sigma & 0 \\ 0 & 0 & 0 \end{bmatrix},
$$

(6.206)
i.e. motion should occur in the $x_1x_2$ plane. Let us assume about the flow pattern that it does not change the direction of vector

$$
e = \cos \alpha \mathbf{e}_1 + \sin \alpha \mathbf{e}_2
$$

(6.207)

Based on this, we may write:

$$
\begin{bmatrix}
\ddot{d}_{11} + \omega_3 \\
\dot{d}_{12} - \omega_3 \\
0
\end{bmatrix}
= \begin{bmatrix}
\cos \alpha \\
\sin \alpha \\
0
\end{bmatrix}
= \lambda
\begin{bmatrix}
\cos \alpha \\
\sin \alpha \\
0
\end{bmatrix}
$$

(6.208)

whence

$$
\tan \alpha = \frac{(\ddot{d}_{12} + \omega_3) \cos \alpha - \dot{d}_{11} \sin \alpha}{\dot{d}_{11} \cos \alpha + (\dot{d}_{12} - \omega_3) \sin \alpha}
$$

(6.209)

follows. From this, a simple calculation gives correlation

$$
\omega_3 = \dot{d}_{11} \sin 2\alpha - \dot{d}_{12} \cos 2\alpha.
$$

(6.210)

In the case of planar flow, equations (6.175) may be rewritten into the complex form by using the formalism given in subsection 6.1.6.:

$$
t^v = L_{00} \ddot{d} + L_{01} \mathcal{X};
$$

$$
2 \omega_3 i \mathcal{X} = L_{10} \ddot{d} + L_{11} \mathcal{X}
$$

(6.211)
The correlation between stress and the deformation rate can be obtained by eliminating $X$:

$$t^v = L_{00} \ddot{d} - L_{01}(\mathcal{L}_{11} - 2\omega_3 i \delta)^{-1} \mathcal{L}_{10} \ddot{d}$$  \hspace{1cm} (6.212)

which, after removing $i = \sqrt{-1}$ from the reciprocal matrix, becomes

$$t = [L_{00} - L_{01}(\mathcal{L}_{11}^2 + 4\omega_3^2 \delta)^{-1}(\mathcal{L}_{11} + 2\omega_3 i \delta)\mathcal{L}_{10}] \ddot{d}$$  \hspace{1cm} (6.213)

The correlation between the right side of this equation and the viscometric functions can be established by introducing the quantity

$$\kappa = -2\omega_3$$  \hspace{1cm} (6.214)

and utilizing the form of viscometric functions given by equation (6.180). Then, instead of equation (6.213), the very illustrative form of

$$t^v = \left(\frac{2\tau}{\kappa} - \frac{i\sigma_1}{\kappa}\right) \ddot{d}$$  \hspace{1cm} (6.215)

can be written. Let us now consider the complex form of stress, $t = i\sigma$, and rewrite correlation (6.210) by substituting equation (6.214). In this case

$$-i\sigma = \frac{2}{\kappa} (\tau - i\sigma_1)(\ddot{d}_{12} - i\ddot{d}_{11}),$$

$$-\frac{\kappa}{2} = \ddot{d}_{11} \sin 2\alpha - \ddot{d}_{12} \cos 2\alpha$$  \hspace{1cm} (6.216)

may be written, from where, $\ddot{d}_{11}$, $\ddot{d}_{12}$ and $\kappa$ can be determined. A more convenient solution is to regard the quantities $\ddot{d}_{11}$ and $\ddot{d}_{12}$ as functions of $\kappa$:

$$\ddot{d}_{12} = \frac{\sigma_1}{\tau} \ddot{d}_{11};$$

$$\sigma = 2\frac{\sigma_1^2 + \tau^2}{\kappa \tau} \ddot{d}_{11}$$  \hspace{1cm} (6.217)

$$\ddot{d}_{11} = \frac{\kappa/2}{\sigma_1/\tau \cos 2\alpha - \sin 2\alpha}$$

When analyzing these equations we find that for $\kappa \to 0$, $\ddot{d}_{11}$, $\ddot{d}_{12}$, and $\sigma$ also tend to zero except for the case when $\sin 2\alpha = 0$. Then, the equation for $\ddot{d}_{11}$ has the form:

$$\ddot{d}_{11} = \frac{\kappa \tau}{2\sigma_1}$$  \hspace{1cm} (6.218)

which has a finite limit for $\kappa \to 0$. Upon substituting this into the second equation, we obtain

$$\sigma = \frac{\sigma_1^2 + \tau^2}{\sigma_1}$$  \hspace{1cm} (6.219)

On comparing this with equation (6.198) for stretching along a single axis, it can be seen that in the limiting case $\kappa \to 0$ plastic flow starts in both stretching along
a single axis and planar flow when the difference between the largest and smallest principal stresses reaches the critical value \( \sigma^* \) which is given by formula

\[
\sigma^* = \lim_{\kappa \to 0} 2 \frac{\sigma_1^2 + \tau^2}{\sigma_1} = \lim_{\kappa \to 0} \frac{2\tau^2}{\sigma_1}
\]  

(6.220)

Summarizing, we can establish that the correlations obtained show unequivocally that the results derived by the thermodynamic theory are consistent with the yield conditions tried and proved in practice.

### 6.3. Some limit cases.

It has already been mentioned in subsection 6.1.8. that in the general case the coefficients in linear laws may depend on local state parameters, which are often called quasi-linear in the literature. However, the case of dynamic variables defined here ensures wide possibilities for non-linearity, since thermodynamic forces and local state parameters cannot be sharply separated.

Let us briefly analyze now what possibilities are allowed by Onsager’s theory. For simplicity, we restrict our study for a single dynamic variable. The new dynamic variable has been reintroduced as it has been made in equations (6.142) and (6.143), together with thermodynamic forces and currents. Linear laws will be written now in a more general form than they are given in equation (6.144). By utilizing the isotropic nature of the medium and the canonical nature of the dynamic variable, we obtain:

\[
\begin{align*}
\mathbf{t} &= L_{00} \mathbf{d} + L'_{00} (\alpha, \mathbf{d}) - L_{01} \alpha - L'_{01} (\alpha, \mathbf{d}), \\
\dot{\alpha} &= -L_{01} \mathbf{d} - L'_{01} (\alpha, \mathbf{d}) - L_1 \alpha,
\end{align*}
\]  

(6.221)

where \( L'_{00} (\alpha, \mathbf{d}) \) and \( L'_{01} (\alpha, \mathbf{d}) \) are isotropic tensor functions of \( \alpha \) and \( \mathbf{d} \). These functions are linear for the components of \( \mathbf{d} \) and may depend almost arbitrarily on \( \alpha \). The study of these functions is rather difficult. Therefore we deal only with the case where \( L'_{01} (\alpha, \mathbf{d}) = 0 \). Then, the second equation is simplified and becomes a linear one.

Let us first suppose that \( L_1 \) is very large. Then the relaxation of the dynamic variable is relatively fast and we may say that the dynamic variable follows the changes of \( \mathbf{d} \). In this case, from equation (6.221b), it follows that

\[
\alpha = -\frac{L_{01}}{L_{11}} \mathbf{d}
\]  

(6.222)

whose substitution into equation (6.221a) shows that \( \mathbf{t} \) depends on \( \mathbf{d} \) in an isotropic way; i.e., the general theory for processes that are not too fast (the dynamic variable cannot follow very fast processes) gives room for almost any \( \mathbf{t} (\mathbf{d}) \) function which is approximately linear for small deformation rate. As a second case, let us examine how the medium behaves for small \( L_1 \) by assuming further that \( L'_{01} = 0 \). In this case the dynamic variable relaxes only slowly; its changes are mainly due to \( \mathbf{d} \). If, in addition, the value of \( L_{01} \) in the first equation of (6.221) can be also neglected, it can be seen that the liquid is viscous, but its viscosity depends significantly on \( \alpha \),
it may even become anisotropic. If we consider only media which do not become anisotropic, then equation (6.221) simplifies to approximation

\[
\dot{t}^v = L_{00}(\alpha) \ddot{d} \\
\dot{\alpha} = -L_{01} \ddot{d} - L_1 \alpha
\]  

(6.223)

from which deviation is only observed if \( \ddot{d} \approx 0 \) and the term \(-L_{01} \alpha\) neglected so far becomes predominant. From these relations the following conclusions can be drawn: If the medium has been at rest for a long period, the value of the dynamic variable is zero. By setting the medium into motion, the value of the dynamic variable changes, which results in a change of the viscosity. Due to the slow relaxation of the dynamic variable, viscosity returns to its initial value only after a long rest.

Since function \( L_{00}(\alpha) \) may have different forms, this formalism allows a wide variety of thixotropy and reopexy.

Finally, let us analyze the case where linear laws hold in their form described by equation (6.144), but \( L_{00} \) is zero and there is only a single dynamic variable. Then

\[
\dot{t}^v = -L_{01} \alpha, \\
\dot{\alpha} = -L_{01} \ddot{d} - L_1 \alpha,
\]  

(6.224)

By eliminating from these equations, expression

\[
\ddot{t}^v + L_1 t^v = L_{01} \ddot{d}
\]  

(6.225)

results, which is the differential equation of a Maxwell-fluid.
This chapter deals with two moments of interaction between electric polarization and mechanical motion. Mechanical stress caused by electric polarization will be treated first; then the basis for the theory of streaming birefringence will be outlined. No phenomena concerning ponderomotoric force will be discussed. First, the thermodynamic theory of electric polarization will be dealt with.

7.1. Thermodynamics of electric polarization.

Let us start with an insulator whose electric polarization changes, but which does not move. The equilibrium states of such a medium are determined by the internal energy and the electric dipole moment. According to equation (4.42) when local equilibrium was assumed, the density of entropy production is:

$$\sigma_s = \left[ \frac{1}{T} (E + v \times B) + \frac{\partial s_0}{\partial p} \right] \phi \hat{p},$$

which suggests thermodynamic force and current

$$J = \phi \hat{p}, \quad X = \frac{1}{T} (E + v \times B) + \frac{\partial s_0}{\partial p}$$

In a medium at rest, the condition for equilibrium is

$$X = \frac{1}{T} E + \frac{\partial s_0}{\partial p} = 0,$$

from which the physical meaning of the derivative of the entropy with respect to the dipole moment is obtained:

$$\frac{\partial s_0}{\partial p} = -\frac{1}{T} E^e(u, p).$$

Here $E^e(u, p)$ means the strength of the electric field at an equilibrium belonging to the values $u$ and $p$. Upon using the symbols of equation (7.4) for $T\sigma_s$, we obtain

$$T\sigma_s = \phi \hat{p}(E + v \times B - E^e).$$

Since we treat isothermal — or nearly isothermal — processes, it is expedient to use the energy representation with the force

$$X' = E + v \times B - E^e$$
In this case, the linear law has the form

$$\varrho \ddot{\mathbf{P}} = L(\mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e), \quad (7.7)$$

where $L$ is Onsager’s conductivity coefficient.

If the medium is not moving and, thus, its density is constant, equation (7.7) may be written in the simpler form

$$\dot{\mathbf{P}} = L(\mathbf{E} - \mathbf{E}^e), \quad (7.8)$$

where $\mathbf{P}$ is the electric polarization as defined in equation (2.28).

If we restrict ourselves to polarization small enough and accept the linear correlation

$$\mathbf{P} = \varepsilon_0 \chi_e \mathbf{E}^e \quad (7.9)$$

usually applied in electrodynamics, then, for harmonic processes, we get

$$i \omega \mathbf{P} = L \left( \mathbf{E} - \frac{\mathbf{P}}{\varepsilon_0 \chi_e} \right) \quad (7.10)$$

and thereby obtain the dispersion relation

$$\mathbf{P} = \frac{\varepsilon_0 \chi_e}{1 + i \frac{\varepsilon_0 \chi_e \omega}{L}} \mathbf{E} \quad (7.11)$$

According to the above equation, polarization can not follow very high frequencies. (With increasing frequency, the absolute value of the denominator increases to infinity.) This may be regarded as correct if the frequency of X-rays is considered very high, though in this case the dispersion relationship (7.11) provides a too simple spectrum which does not occur in nature at all. On the other hand, if the coefficient falls into the interval of the wavenumber of X-rays, at frequencies corresponding to mechanical motion, equation (7.11) can be regarded as equal to equation (7.9). Hence the conclusion may be drawn that for describing the theoretical relationship concerning the polarization of real media, dynamic variables should be introduced.

If we think of the complex structure of optical and microwave spectra, it should be supposed that for their description several dynamic variables are needed. They can be of both $\alpha$- and $\beta$-type. Fortunately, the complicated structure of spectra appears at frequencies very high from the viewpoint of mechanical motion; and, thus, they do not have to be dealt with since we do not want to describe spectra which is done better by other theories. Based on this, we shall study media whose behavior can be described satisfactorily by a few variables in the region of low frequencies. The essence of the method will be illustrated by the example of media described by a single dynamic variable. Generalization for more dynamic variables can be carried out similarly as in section 6.2.

For a medium which can be described by an $\alpha$-type dynamic variable, the form of the energy dissipation function, instead of equation (7.5), becomes

$$T\sigma_s = \varrho \ddot{\mathbf{P}}(E + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e) - \dddot{\mathbf{a}} \ddot{\mathbf{a}}, \quad (7.12)$$
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where, like in equation (6.9), the dynamic variable includes also density and temperature. The dynamic variable is now a vector, since no other quantity has dynamic coupling with polarization in an isotropic material. For writing Onsager’s linear law, it is expedient to choose $\rho \mathbf{p}$ and $\mathbf{\alpha}$ as independent variables

$$
\mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e = h_{00} \rho \mathbf{p} - h_{01} \mathbf{\alpha},
$$

$$
\mathbf{\dot{\alpha}} = -h_{01} \rho \mathbf{p} - h_{11} \mathbf{\alpha}.
$$

(7.13)

Here the Onsager coefficients are written as $h_{00}$, $h_{01}$ and $h_{11}$, respectively, corresponding to the hybrid representation.

In a medium at rest and by accepting the validity of equation (7.9) for sinusoidal phenomena, the dispersion relation is obtained in the following form:

$$
\mathbf{p} = \frac{(h_{11} + i\omega)\mathbf{E}}{i\omega \varepsilon_0 \chi_e (h_{11} + i\omega) + i\omega \varepsilon_0 \chi_e h_{01}^2}. \quad (7.14)
$$

This equation also shows that at high frequencies polarization cannot follow the electric field (the denominator is a second order polynomial of $\omega$, whereas the numerator is linear in $\omega$). However, if $h_{00}$ is very small, this problem appears only at very high frequencies. This means that in the frequency ranges corresponding to mechanical phenomena, a good approximation is that $h_{00}$ equals zero. With this simplification, equation (7.13) transforms into expression

$$
\mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e = -h_{01} \mathbf{\alpha},
$$

$$
\mathbf{\dot{\alpha}} = -h_{01} \rho \mathbf{p} - h_{11} \mathbf{\alpha}
$$

(7.15)

whereas dispersion relation (7.14) becomes

$$
\mathbf{p} = \varepsilon_0 \left(\chi_\infty + \frac{\chi_e - \chi_\infty}{1 + i\omega \tau_e}\right) \mathbf{E}
$$

(7.16)

with the definitions

$$
\chi_\infty = \frac{\chi_e}{1 + \varepsilon_0 \chi_e h_{01}^2}, \quad \tau_e = \frac{1 + \varepsilon_0 \chi_e h_{01}^2}{h_{11}}
$$

(7.17)

Correlation (7.16) is identical with the Debye relaxation in which $\chi_\infty$ is the susceptibility belonging to the so-called displacement polarization, whereas $\chi_e - \chi_\infty$ belongs to orientation polarization. Thus the equation obtained describes well the electric polarization of a medium containing dipole molecules in the range of low frequencies, i.e. at frequencies which can be followed by the displacement polarization of atoms and molecules.

It is obvious that for the description of media containing different dipoles, more $\alpha$-type vectors have to be used. Based on the knowledge of the structure of spectra at higher frequencies, it is readily seen that for their characterization more $\alpha$- and $\beta$-type dynamic variables should be taken into account. Thus, though the structure of spectra does not contradict thermodynamic conclusions, their thermodynamic description is tedious.
7.2. Flow of dielectrics in an electromagnetic field.

Let us now proceed to a detailed examination of the mechanical motion of the medium. For simplicity’s sake, we restrict our study to motions leaving the volume of the medium unchanged. We assumed about the medium that it has no internal momentum and the couple stress is also zero. In this case the balance of internal momentum (2.45) allows the conclusion that the electromagnetic field causes a torque on media characterized by equation (7.15); thus, Cauchy’s stress tensor is not symmetric any more. However, it is also true that, as will be shown later, the electromagnetic field exerts an influence only on the antisymmetric part of the stress tensor in the case of linear order and isotropic medium. Thus, it is expedient to split the stress tensor into three parts:

\[ t = t^e + t^v + t^a, \]  

(7.18)

where \( t^e \) is the equilibrium stress tensor,

\( t^v \) the viscous stress tensor, which remains symmetric,

\( t^a \) the antisymmetric part of the stress tensor.

As there is no coupling between a vector and a second order tensor in an isotropic medium, for the determination of \( t^v \), equation (6.144) remains valid or, for a single dynamic variable of second order tensor, equation (6.10) holds. On the other hand, the equilibrium stress is determined, also in this case, by the state parameters, but here the specific dipole moment has also to be considered. Thus the determination of \( t^e \) is a task of thermostatics. The actual form of function \( t^e(T, d, p) \) or the equilibrium entropy function \( s^e(u, d, p) \) reflects the phenomena of piezoelectricity and electrostriction. However, these phenomena belong to the phenomena of thermostatics, and, they will not be treated here.

What remains to be done is to determine the antisymmetric component of stress \( t^a \). Before doing this, equation (7.15) is transformed so that instead of variable \( \vec{\alpha} \) the quantity

\[ P' = P - \varepsilon_0 \chi_\infty (E + v \times B) \]  

(7.19)

is introduced. A simple calculation leads to

\[ \tau \hat{P}' + P' = \varepsilon_0 (\chi_e - \xi_\infty) (E + v \times B). \]  

(7.20)

Now we can proceed with the determination of the antisymmetric component of the stress tensor. Utilizing that \( M = 0, I' = 0 \) and \( \Pi = 0 \) and by combining equation (2.45) and (2.50), we arrive at

\[ w(t) = -\frac{1}{2} \rho \mathbf{m} = \frac{1}{2} (E + v \times B) \times P. \]  

(7.21)

By a translation from the vector invariant to tensor \( t^a \) and taking also equation (7.19) into account, we obtain

\[ t^a = \frac{1}{2} [P' \circ (E + v \times B) - (E + v \times B) \circ P'] \]  

(7.22)
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which, together with equation (7.20), may be regarded as the equation system describing our problem.

As an application, let us study the stationary shear flow of a polar Newtonian liquid in the presence of static electric and magnetic fields. In this case, the velocity field is determined by equation (6.23) (Figure 7.1), and the meaning of $d$ and $\omega$ are given by equation (6.24). First, $P'$ will be determined from equation (7.20):

$$-\tau_e \omega P' + P' = \varepsilon_0 (\chi_e - \chi_\infty) (E + v \times B),$$  \hspace{1cm} (7.23)

from which

$$P' = \varepsilon_0 (\chi_e - \chi_\infty) \frac{1}{(\delta - \tau_e \omega)^{-1}} (E + v \times B).$$  \hspace{1cm} (7.24)

The inverse tensor in this equation may be rewritten by using equation (6.24). It becomes

$$(\delta - \tau_e \omega)^{-1} = \frac{1}{2} \delta + \frac{1}{2} \begin{bmatrix} \cos \vartheta & \sin \vartheta & 0 \\ -\sin \vartheta & \cos \vartheta & 0 \\ 0 & 0 & 1 \end{bmatrix} = \frac{1}{2} \delta + \frac{1}{2} \Theta$$  \hspace{1cm} (7.25)

where, for brevity substitution

$$\frac{\tau_e \kappa}{2} = \tan \frac{\vartheta}{2}$$  \hspace{1cm} (7.26)

has been introduced. Now $P'$ is substituted into equation (7.22). Then

$$t^a = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \left\{ \Theta \left[ (E + v \times B) \circ (E + v \times B) ight] - [(E + v \times B) \circ (E + v \times B)] \Theta^T \right\},$$  \hspace{1cm} (7.27)

is obtained from which the components of $t^a$ can be calculated:

$$t^a_{12} = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \sin \vartheta \left[ E_1^2 + (E_2 - vB_3)^2 \right],$$

$$t^a_{13} = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) (E_3 + vB_2) \left[ \sin \vartheta (E_2 - vB_3) - E_1 (1 - \cos \vartheta) \right],$$

$$t^a_{23} = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) (E_3 + vB_2) \left[ (E_2 - vB_3) (1 - \cos \vartheta) + \sin \vartheta E_1 \right].$$  \hspace{1cm} (7.28)
On comparing these equations with Cauchy’s equation of motion, it is obvious that no simple shear flow may exist in a magnetic field, as $v$ depends on place. Thus, in magnetic fields, our results must be revalued. The velocity field is

$$v_1 = v(x_2); \quad v_2 = v_3 = 0$$

instead of by equation (6.23), and the quantity

$$\kappa = \frac{dv_1}{dx_2}$$

is expedient to be introduced. In this case, equation (7.28) remains valid, and it may be used for determining function $v(x_2)$, which is, however, a difficult task.

Let us now examine what contribution is made by electric polarization to shear stress in a case where no magnetic field is present. Based on equations (7.28) and (7.26), for $t_{12}^a$ the following equation may be written:

$$t_{12}^a = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \frac{\tau_e \kappa}{1 + \left(\frac{\tau_e \kappa}{2}\right)^2} (E_1^2 + E_2^2),$$

which means that for maintaining shear flow in an electric field such an excess of shear stress is needed.

Our equations become much simpler if we consider that relaxation time $\tau_e$ of electric polarization is relatively short; hence, in shear velocities of practical importance $\tau_e \kappa \ll 1$. Then instead of equation (7.26),

$$\vartheta = \tau_e \kappa$$

may be written; and in equation (7.28), substitutions $\sin \vartheta = \vartheta$, $\cos \vartheta = 1$ may be used:

$$t_{12}^a = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty)(E_1^2 + E_2^2) \tau_e \kappa,$$

$$t_{13}^a = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) E_3 E_2 \tau_e \kappa,$$

$$t_{23}^a = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) E_3 E_1 \tau_e \kappa,$$

Figure 7.2
Velocity distribution between parallel walls.
Let us apply these equations for a flow on a channel where the velocity field is described by equation (7.29) (Figure 7.2). From Cauchy’s equation of motion, the stationary case is represented by

\[ \nabla p = \eta \Delta v + \text{Div} t^A, \]  

(7.34)

where it is taken into account that the equilibrium and the viscous stress is not influenced by polarization. From the detailed form of equation (7.34), for individual components

\[
\frac{\partial p}{\partial x_1} = \left[ \eta + \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \tau_e (E_1^2 + E_2^2) \right] \frac{d^2 v}{dx^2},
\]

\[
\frac{\partial p}{\partial x_2} = 0
\]

(7.35)

\[
\frac{\partial p}{\partial x_3} = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \tau_e E_3 E_1 \frac{d^2 v}{dx^2},
\]

it is seen that the flow direction between two parallel planes does not coincide with that of pressure drop, but it forms an angle with it which can be calculated from the equations. The power needed for maintaining the flow is provided by the first equation which may be interpreted so that the viscosity of the fluid is apparently increased. This increment is

\[
\eta_1 = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \tau_e (E_1^2 + E_2^2),
\]

(7.36)

and it may be called electroviscosity.

So far we presumed a time-independent electric field. Mechanical stress occurring as a consequence of such fields depends quadratically on the strength of the electric field; thus it may be expected that in quasi-stationary fields, important from the viewpoint of AC experimental techniques, similar effects are generated. For studying this problem, let us take electric and magnetic field strengths as harmonic functions of time:

\[
E = E_0 \exp(\imath \omega_c t), \quad B = B_0 \exp(\imath \omega_c t)
\]

(7.37)

and use the usual complex formalism. If we assume that the convective time derivatives are zero, then instead of equation (7.20) the following algebraic equation is obtained:

\[
-\tau_e \omega P' + (1 + \imath \tau_e \omega_c) P' = \varepsilon_0 (\chi_e - \chi_\infty)(E + v \times B)
\]

(7.38)

which, after dividing it by \((1 + \imath \tau_e \omega_c)\), transforms into

\[
-\frac{\tau_e}{1 + \imath \tau_e \omega_c} \omega P' + P' = \frac{\varepsilon_0 (\chi_e - \chi_\infty)}{1 + \imath \tau_e \omega_c} (E + v \times B)
\]

(7.39)

This equation is similar to equation (7.24), only instead of \(\tau_e\) and \((\chi_e - \chi_\infty)\), complex numbers \(\frac{\tau_e}{1 + \imath \tau_e \omega_c}\), and \(\frac{\chi_e - \chi_\infty}{1 + \imath \tau_e \omega_c}\) should be substituted. Upon assuming that the components of \(\frac{\tau_e \omega}{1 + \imath \tau_e \omega_c}\) are small, \(P'\) may be expressed as

\[
P' = \frac{\varepsilon_0 (\chi_e - \chi_\infty)}{1 + \imath \tau_e \omega_c} \left( \delta + \frac{\tau_e}{1 + \imath \tau_e \omega_c} \omega \right) (E + v \times B).
\]

(7.40)
Since the only factor producing torque is the component of polarization perpendicular to \((\mathbf{E} + \mathbf{v} \times \mathbf{B})\), by omitting the parallel component from \(\mathbf{P}'\) we arrive at

\[
P_{\perp} = \frac{\varepsilon_0 (\chi_e - \chi_\infty) \tau_e}{(1 + i\tau_e \omega_c)^2} \omega (\mathbf{E} + \mathbf{v} \times \mathbf{B}). \tag{7.41}
\]

In calculating mechanical stress, \(\mathbf{P}_{\perp}\) should be substituted into equation (7.22); but with care as equation (7.22) has non-linear terms. A result is relatively easy to achieve if the aim is to calculate an average of mechanical stress in time. Then, the complex denominator in the coefficient in equation (7.41) means that the component \(\mathbf{P}_{\perp}\) of polarization is delayed relative to the electric field and the phase of this delay is

\[
\tan \frac{\varphi}{2} = \tau_e \omega_c, \tag{7.42}
\]

which can be readily calculated from equation (7.41).

The time average of the antisymmetric component of the mechanical stress tensor can be determined similarly as the AC power, on the basis of equation (7.22):

\[
< t^a > = \frac{1}{2} \left\{ \mathbf{P}_{\perp \text{rms}} \circ (\mathbf{E}_{\text{rms}} + \mathbf{v} \times \mathbf{B}_{\text{rms}}) - (\mathbf{E}_{\text{rms}} + \mathbf{v} \times \mathbf{B}_{\text{rms}}) \circ \mathbf{P}_{\perp \text{rms}} \right\} \cos \varphi, \tag{7.43}
\]

where quantities marked by subscript “rms” mean effective values. The effective value of \(\mathbf{P}_{\perp}\) can be calculated from equation (7.41) in a direct way:

\[
\mathbf{P}_{\perp \text{rms}} = \frac{\varepsilon_0 (\chi_e - \chi_\infty) \tau_e}{1 + \tau_e^2 \omega_c^2} \omega (\mathbf{E}_{\text{rms}} + \mathbf{v} \times \mathbf{B}_{\text{rms}}). \tag{7.44}
\]

For shear flow if no magnetic field is involved, the stress components are

\[
< t^a_{12} > = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \frac{1 - \tau_e^2 \omega_c^2}{(1 + \tau_e^2 \omega_c^2)^2} (E_{1 \text{rms}}^2 + E_{2 \text{rms}}^2) \tau_e \kappa, \\
< t^a_{13} > = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \frac{1 - \tau_e^2 \omega_c^2}{(1 + \tau_e^2 \omega_c^2)^2} E_{3 \text{rms}} E_{2 \text{rms}} \tau_e \kappa, \tag{7.45} \\
< t^a_{23} > = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \frac{1 - \tau_e^2 \omega_c^2}{(1 + \tau_e^2 \omega_c^2)^2} E_{3 \text{rms}} E_{1 \text{rms}} \tau_e \kappa.
\]

These expressions differ from those in equation (7.33) only by factor \(\frac{1 - \tau_e^2 \omega_c^2}{(1 + \tau_e^2 \omega_c^2)^2}\); thus for electroviscosity, the equation analogous to equation (7.36) is derived as

\[
\eta_{el} = \frac{1}{4} \varepsilon_0 (\chi_e - \chi_\infty) \tau_e \frac{1 - \tau_e^2 \omega_c^2}{(1 + \tau_e^2 \omega_c^2)^2} (E_{1 \text{rms}}^2 + E_{2 \text{rms}}^2) \tag{7.46}
\]
7.3. Body with several dynamic variables.

If the non-equilibrium states of dielectrics moving in an electromagnetic field can be characterized by several dynamic variables, energy dissipation $T\sigma_s$ corresponding to entropy production density $\sigma_s$ is

$$T\sigma_s = t'' : \frac{1}{2}(\dot{d}d^{-1} + d^{-1}\dot{d}) + \varrho\hat{\mathbf{p}}(\mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e) - \varrho T \sum \xi_i \xi_i^*$$  \hspace{1cm} (7.47)

on the basis of equations (4.42) and (7.4). If we restrict our discussion to isothermal, volume preserving motions of isotropic materials, then there is no coupling between processes belonging to tensor and vector quantities. Upon introducing quantities

$$\varrho\hat{\mathbf{p}} = \hat{\mathbf{P}}, \quad \mathbf{X}_0 = \hat{\mathbf{P}}, \quad \mathbf{X}_i = -\sqrt{\rho T} \xi_i$$  \hspace{1cm} (7.48)

together with

$$\mathbf{J}_0 = \mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e, \quad \mathbf{J}_i = \sqrt{\rho T} \xi_i = -\mathbf{X}_i,$$  \hspace{1cm} (7.49)

linear laws are obtained with the matrix representation already used in subsection 6.2.6. in the following form:

$$\mathbf{E} + \mathbf{v} \times \mathbf{B} - \mathbf{E}^e = h_{00}\hat{\mathbf{P}} + h_{01}\mathbf{X}, \quad -\dot{\mathbf{X}} = h_{10}\hat{\mathbf{P}} + (h_{11} + s\delta)\mathbf{X}.$$  \hspace{1cm} (7.50)

Let us investigate first the behavior of the medium at rest when the magnetic field does not contribute to the events and the objective time derivatives are identical with the partial ones. On accepting the validity of equation (7.9) for weak fields and introducing complex frequency $s$ ($\rho$ is engaged), the equations transform into

$$\mathbf{E} = \frac{1}{\varepsilon_0\chi_e}\mathbf{P} + h_{00}s\mathbf{P} + h_{01}\mathbf{X}, \quad 0 = h_{10}s\mathbf{P} + (h_{11} + s\delta)\mathbf{X}$$  \hspace{1cm} (7.51)

from which, after eliminating $\mathbf{X}$, we arrive at

$$\mathbf{E} = \left[\frac{1}{\varepsilon_0\chi_e} + h_{00}s - h_{01}(h_{11} + s\delta)^{-1}h_{10}s\right]\mathbf{P}.$$  \hspace{1cm} (7.52)

If time dependence is given in the form of $\exp(i\omega_c t)$ and $s$ is substituted by $i\omega_c$, the reciprocal value of complex dielectric susceptibility results as

$$\frac{1}{\varepsilon_0\chi(\omega_c)} = \frac{1}{\varepsilon_0\chi_e} - \omega_c^2 h_{01}(h_{11}^2 + \omega_c^2\delta)^{-1}h_{10} + i\omega_c \left[h_{00} - h_{01}h_{11}(h_{11}^2 + \omega_c^2\delta)^{-1}h_{10}\right].$$  \hspace{1cm} (7.53)

The dispersion relation theoretically describes the behavior of the medium in the whole spectral range, if a sufficient number of dynamic variables are used. In such cases, matrices are obviously very ample. Thus, equation (7.53) is not very convenient for the practical determination of complex susceptibility $\chi(\omega_c)$. This
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equation becomes useful, however, for the description of dielectrics flowing in an electric field.

Let us now consider a dielectric medium with a stationary shear flow in a static electric field. The velocity field of this medium is described by equations (7.29) and (7.30). For simplicity, let us suppose that the direction of the electric field lies in the plane \(x_1x_2\) and, further, that no magnetic field is involved. Then equation (7.50) may be written as

\[
E = \frac{1}{\varepsilon_0\chi} P + h_{00} \vec{\omega} \times P + h_{01} \mathcal{X},
\]

\[
0 = h_{10} \vec{\omega} \times P + h_{11} \mathcal{X} + \vec{\omega} \times \mathcal{X},
\]

where \(\vec{\omega} = \frac{\kappa}{2} e_3\). The vectors in plane \(x_1x_2\) are conveniently replaced by complex numbers since the vectorial multiplication by \(\omega\) means a rotation by 90° and a stretch of \(\frac{\kappa}{2}\), similar to multiplication by an imaginary number \(\frac{\kappa}{2}i\). Taking this into consideration, the equations become

\[
E = \frac{1}{\varepsilon_0\chi} P + h_{00}i \frac{\kappa}{2} P + h_{01} \mathcal{X},
\]

\[
0 = i \frac{\kappa}{2} h_{01} P + \left(h_{11} + i \frac{\kappa}{2}\right) \mathcal{X},
\]

which is identical with equation (7.51) when substitution \(\frac{\kappa}{2}i = s\) is used. This means at the same time that the solutions of the equations are also identical, i.e.

\[
E = \frac{1}{\varepsilon_0\chi \left(\frac{\kappa}{2}\right)} P,
\]

where \(\chi \left(\frac{\kappa}{2}\right)\) is the complex susceptibility.

The antisymmetric component of Cauchy’s stress tensor can be determined on the basis of equation (7.22). By providing \(\chi\) in the form

\[
\chi \left(\frac{\kappa}{2}\right) = \chi_1 \left(\frac{\kappa}{2}\right) - i \chi_2 \left(\frac{\kappa}{2}\right)
\]

we may write that

\[
P_1 + iP_2 = \varepsilon_0 (\chi_1 - i \chi_2) (E_1 + iE_2) = \varepsilon_0 (\chi_1 E_1 + \chi_2 E_2) + i \varepsilon_0 (-\chi_2 E_1 + \chi_1 E_2).
\]

Since according to our assumption neither \(P\) nor \(E\) have a third component, the only non-zero component of \(t^{a}_b\) is:

\[
t^{a}_{12} = \frac{1}{2} (P_1 E_2 - E_1 P_2) = \frac{\varepsilon_0}{2} \chi_2 \left(\frac{\kappa}{2}\right) (E_1^2 + E_2^2).
\]

This result means that to maintain shear flow in an electric field, a shear stress larger by a factor \(t^{a}_{12}\) is needed. The electroviscosity coefficient is then obtained in the form

\[
\eta_{el} = \frac{\varepsilon_0}{2} (E_1^2 + E_2^2) \frac{1}{\kappa} \chi_2 \left(\frac{\kappa}{2}\right).
\]

The peculiarity of this equation is that it contains only quantities determinable by electric measurements, i.e. no tedious and expensive mechanical techniques are required for determining \(\chi \left(\frac{\kappa}{2}\right)\).
7.4. Flow and polarization of conductive media.

In a conductive medium, electric current density is also involved. Thus, on the basis of equation (4.42), energy dissipation density $T\sigma_s$ is described by

$$T\sigma_s = t^v : \frac{1}{2}(\dd d^{-1} + d^{-1}\dd) + (j + \varrho\tilde{p})(E + v \times B) - \varrho T \sum_i \xi_i\tilde{\xi}_i$$  \hspace{1cm} (7.61)

instead of equation (7.41). Another significant difference is that here $E_e$ equals zero, since equilibrium in a conductive medium can only exist if $E + v \times B = 0$. This means, at the same time, that electric polarization cannot be an equilibrium state parameter, but it has to be considered a dynamic variable. The situation is further complicated by the fact that the time derivative of electric polarization is included in internal energy production density, i.e. its change results in work if $E + v \times B$ is not equal to zero.

For the sake of simplifying the mathematics involved, electric polarization is not taken a dynamic variable, it is rather considered a function of state parameters. On the other hand as the polarization is zero, in equilibrium, the vector $p$ may be given as

$$p = \sum_i \sqrt{\rho T} \tilde{\xi}_i$$ \hspace{1cm} (7.62)

where close to equilibrium quantities $\tilde{\gamma}_i$ may be regarded as independent of the dynamic state parameters. Obviously, to choose the dynamic variables canonically, polarization does not read to be kept constant for the system to approach an equilibrium as determined by the equilibrium state parameters. Besides, in order to keep the internal energy constant, condition $E + v \times B = 0$ has also to be satisfied. Taking all this into account, thermodynamic forces belonging to vectorial processes can suitably be chosen for the motion of a conductive medium under isothermal, constant-volume conditions as

$$X_0 = E + v \times B, \quad X_i = \sqrt{\rho T} \tilde{\xi}_i$$ \hspace{1cm} (7.63)

while the conjugate currents may be given on the basis of equation (7.61) in the form

$$J_0 = j + \tilde{p}, \quad J_i = -\sqrt{\rho T}\tilde{\xi}_i = -\tilde{X}_i$$ \hspace{1cm} (7.64)

In this case, linear laws may be written by using the matrix formalism as

$$j + \tilde{p} = L_{00}(E + v \times B) + L_{01}X,$$

$$-\tilde{X} = L_{10}(E + v \times B) + L_{11}X$$ \hspace{1cm} (7.65)

Using equation (7.62) for the vector of electric polarization

$$\tilde{p} = \gamma \tilde{X} = -\gamma L_{10}(E + v \times B) - \gamma L_{11}X$$ \hspace{1cm} (7.66)

holds and the equations are transformed to

$$E + v \times B = -(\gamma L_{10})^{-1}\tilde{p} - (\gamma L_{10})^{-1}L_{11}X,$$

$$-\tilde{X} = -L_{10}(\gamma L_{10})^{-1}\tilde{p} - [(\gamma L_{10})^{-1}L_{10}(\gamma L_{11}) - L_{11}]X.$$ \hspace{1cm} (7.67)
These equations are completely analogous to equation (7.50); only here $E_e = 0$, and the notation of the coefficients is different. This result means that the equations derived for dielectrics may be used in an unchanged form also for conductive media if we take into consideration that in the latter case conductive current should also be included in the expression of entropy production. Therefore, the system of conduction coefficients in equation (7.66) does not define a necessarily positive definite form. However, the results prove that polarization phenomena taking place during the flow of conductive media may be described by the formalism elaborated for dielectrics.

7.5. Thermodynamic theory of streaming birefringence.

When studying streaming birefringence, we have to start from the solution of equations (7.50) for high frequencies. In calculating the objective time derivatives, quick variation of fields and the rotation of the medium should be taken into consideration. If a monochromatic wave is used for illumination, the objective time derivatives can be calculated as follows:

\[
\begin{align*}
\dot{P} &= sP - \vec{\omega} \times P, \\
\dot{\mathcal{X}} &= s\mathcal{X} - \vec{\omega} \times \mathcal{X}
\end{align*}
\] (7.68)

where $s$ is the complex frequency of the illuminating wave and $\vec{\omega}$ is the angular velocity of the medium. In practical cases $|\vec{\omega}| \ll |s|$.

The simplest mathematical solution of our problem is obtained if matrices $h_{00}$, $h_{10}$ and $h_{11}$ are regarded as hypermatrices, the elements of which are isotropic second order tensors. Then the objective time derivatives are calculated by multiplying by tensor $s\delta - \vec{\omega} \times \delta$. This means that in equation (7.52), $s\delta - \vec{\omega} \times \delta$ should be written instead of $s$, and thus

\[
P = \varepsilon_0 \chi(s)E - \varepsilon_0 \frac{d\chi(s)}{ds} \vec{\omega} \times E
\] (7.69)

results. If we consider that $|\vec{\omega}| \ll |s|$ and if we are content with expanding angular velocity components into a series up to linear order, the correlation

\[
P = \varepsilon_0 \chi(s)E - \varepsilon_0 \left( \frac{d\chi_1(s)}{ds} + i \frac{d\chi_2(s)}{ds} \right) \vec{\omega} \times E
\] (7.70)

is obtained which, after substitution $s = i\omega_c$ and using equation (7.57), becomes

\[
P = \varepsilon_0 \left[ \chi_1(\omega_c) - i \chi_2(\omega_c) \right]E + \varepsilon_0 \left( \frac{d\chi_2}{d\omega_c} + i \frac{d\chi_1}{d\omega_c} \right) \vec{\omega} \times E
\] (7.71)

This result may be interpreted so that for rotating media the tensor of dielectric susceptibility contains an antisymmetric component as well, which is proportional to the angular velocity of rotation.

For optical calculations, the concept of electric displacement is suitably introduced which, based on equation (7.71), may be given in the form

\[
D = \varepsilon(\omega_c)E + i \frac{d\varepsilon(\omega_c)}{d\omega_c} \vec{\omega} \times E
\] (7.72)
where \( \varepsilon(\omega_c) \) is the complex permittivity depending on angular frequency \( \omega_c \). The above formula describes optical activity. The electric and magnetic field strengths in traveling waves are

\[
\mathbf{E} = \mathbf{E}_0 \exp \left[ i(\omega_c t - kx_1) \right], \quad \mathbf{H} = \mathbf{H}_0 \exp \left[ i(\omega_c t - kx_1) \right].
\] (7.73)

Upon substituting these expressions of \( \mathbf{E} \) and \( \mathbf{H} \) into Maxwell’s equations (2.27) and taking conduction current density and electric charge density equal to zero we obtain

\[
-ik\mathbf{e}_1 \times \mathbf{E} + i\omega_c \mu \mathbf{H} = 0, \quad -ik\mathbf{e}_1 \times \mathbf{H} = i\omega_c \left( \varepsilon \mathbf{E} + i \frac{d\varepsilon}{d\omega_c} \tilde{\omega} \times \mathbf{E} \right),
\] (7.74)

where \( \mathbf{e}_1 \) is the unit vector in direction \( x_1 \). Expressing \( \mathbf{H} \) from the first equation and substituting it into the second one we arrive at

\[
-k^2 \omega_c \mu \mathbf{e}_1 \times (\mathbf{e}_1 \times \mathbf{E}) = \omega_c \varepsilon \mathbf{E} + i \omega_c \frac{d\varepsilon}{d\omega_c} \tilde{\omega} \times \mathbf{E}.
\] (7.75)

If we divide both sides by \( \omega_c \varepsilon \) and take the components, we obtain

\[
0 = E_1 + i \frac{1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} (\omega_2 E_3 - \omega_3 E_2),
\]

\[
\frac{k^2}{\omega_c^2 \mu \varepsilon} E_2 = E_2 + i \frac{1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} (\omega_3 E_1 - \omega_1 E_3),
\] (7.76)

\[
\frac{k^2}{\omega_c^2 \mu \varepsilon} E_3 = E_3 + i \frac{1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} (\omega_1 E_2 - \omega_2 E_1).
\]

From the first equation the field strength component in the direction of wave propagation as a function of angular velocity components and transversal field strength components can be calculated. In the other two equations, \( E_1 \) occurs only multiplied by the angular velocity components. From the second and third equations, we arrive at

\[
\frac{k^2}{\omega_c^2 \mu \varepsilon} E_2 = E_2 - i \frac{\omega_1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} E_3,
\]

\[
\frac{k^2}{\omega_c^2 \mu \varepsilon} E_3 = E_3 + i \frac{\omega_1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} E_2
\] (7.77)

which is a homogeneous linear system that has a non-trivial solution only if its determinant is zero, i.e.

\[
\begin{vmatrix}
\frac{k^2}{\omega_c^2 \mu \varepsilon} - 1 & i \frac{\omega_1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} \\
-i \frac{\omega_1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} & \frac{k^2}{\omega_c^2 \mu \varepsilon} - 1
\end{vmatrix} = 0.
\] (7.78)

From this condition

\[
\frac{k^2}{\omega_c^2 \mu \varepsilon} = 1 \pm \frac{\omega_1}{\varepsilon} \frac{d\varepsilon}{d\omega_c}
\] (7.79)
results. Taking this into account, the solution of equation (7.77) is:

\[ E_3 = +iE_2. \]  

(7.80)

This result means that circularly polarized waves belong to polarization equation (7.72). Optical activity for unit length is

\[ [\alpha] = \frac{\pi}{\lambda} \frac{1}{\varepsilon} \frac{d\varepsilon}{d\omega_c} \omega, \]  

(7.81)

where \( \lambda \) is the wavelength of light.

On substituting particular values into our general equation, it turns out that the effect is small which means that the term originating from the rotation of the medium may be neglected in the calculation of objective time derivatives. Therefore, streaming birefringence cannot be explained by the appearance of objective time derivatives. We should notice, however, that the elements of matrices \( h_{00}, h_{01}, h_{10} \) and \( h_{11} \) in equation (7.50) may depend on state parameters, especially on dynamic state parameters as well. It should also be taken into consideration that in a weak electric field, the vectorial dynamic state parameters are small; therefore, the dependence of the conduction coefficients on them cannot be significant unless the light intensity is very high. However, important effects may result if the matrix elements in question depend on some dynamic variable of second-order tensor. As these matrix elements can be regarded as second-order tensors — they turn into numbers only due to the isotropy of the medium — the dependence may be linear, i.e. if the elements of matrices \( h_{00}, h_{10}, h_{01} \) and \( h_{11} \) are considered linear functions of dynamic variables of second-order tensor if these dynamic variables are not large. Consequently if we proceed with this linear approximation, we arrive at equation (6.171) of subsection 6.2.5.

Finally, by studying time inversion we may arrive at the conclusion that \( \beta \)-type dynamic variables cannot appear in equation (6.171), even if they are necessary for the description of the medium. This derivation is so simple that it is left to those who are particularly interested in it.
CHAPTER VIII

APPLICATIONS OF THE THEORY

This chapter presents some applications of the theory to problems with dynamic degrees of freedom having clear physical. On the basis of hypotheses concerning the structure of materials, constitutive equations will be derived independently of the thermodynamic theory: partly proving thereby the applicability of the thermodynamic approach and partly showing the limits of individual methods. As a first example, the motion of globular colloids will be discussed.

8.1. Viscosity of globular colloids.

The behavior of a medium consisting of a solid dispersed in a newtonian liquid will be examined first. The dispersed phase is assumed to be a Hooke body from the viewpoint of its rheological properties. It consists of homodimensional spherical particles uniformly dispersed in the continuous phase, but randomly. If the volume fraction of the dispersed phase is small enough, it may be assumed that the shape of the particles is deformed homogeneously during the motion and, meantime, the elastic medium stores mechanical energy. For simplicity let us disregard the compressibility of both phases and the temperature dependence of the viscosity of the liquid phase and that of the shear modulus of the elastic phase. From the macroscopic point of view, the colloidal solution is obviously a fluid, incompressible according to the earlier hypothesis; thus its equilibrium is determined by its specific internal energy. This is in complete accordance with the assumption that the colloidal particles in the medium at rest are spheres. The situation is totally different during motion. In this case the colloidal particles are deformed due to stress, and they store part of their energy in the form of mechanical energy. For calculating the entropy, the equilibrium entropy function based on the simplifying assumption may be used, but only stored mechanical energy should be subtracted from internal energy:

\[ s = s_0 \left( u - c \frac{\mu_1}{\rho} \varepsilon : \varepsilon \right), \]  

where \( c \) is the volume fraction of dispersed phase, 
\( \mu_1 \) the shear modulus of the dispersed material, 
\( \rho \) the average density, and 
\( \varepsilon \) the deformation of the colloidal particles.

If the stored mechanical energy is small, upon expanding equation (8.1) into a series up to the linear term, we obtain:

\[ s = s_0(u) - \frac{1}{T} c \frac{\mu_1}{\rho} \varepsilon : \varepsilon. \]
If a new variable
\[ \xi = \sqrt{\frac{2c\mu_1}{T_0}} \varepsilon \]  
(8.3)
is introduced we arrived at
\[ s = s_0(u) - \frac{1}{2} \xi : \xi \]  
(8.4)
which is identical to equation (6.1). Thus, it is seen that in the present case the
dynamic variable describes the deformation of elastic colloidal particles. From the
example it is obvious why dynamic variables are unnecessary for characterizing
equilibrium states.

When knowing the entropy function in the form of equation (8.4), the thermo-
dynamic theory described in section 6.1 may be directly applied. Since the tensor
\( \varepsilon \) providing the deformation of colloidal particles is even with respect to time in-
version, transformation (6.9) results in
\[ \sqrt{\varepsilon} T \xi = \sqrt{2c\mu_1} \varepsilon = \alpha. \]
Thus, we arrive at constitutive equation (6.10).

It should be noted that an increase in the concentration may lead to a more
complex deformation of particles. From thermodynamic aspects we may say in
this case that hydrodynamic interaction between the particles necessitates the in-
troduction of additional dynamic degrees of freedom. Later calculations prove this
assumption.

### 8.2. Calculation of the viscosity of globular colloids based on structural considerations.

Let us now proceed to determine the viscosity of globular colloids by the mechan-
ical method. Calculations will be performed in a more general manner than have
been done with the simplifications applied so far. In what follows, the compress-
ibility of both phases will be taken into account, and the hydrodynamic interaction
between the particles will not be neglected. In the calculations, Oldroyd’s method,
[123] whose essential features are given below, will be used:

a. It is assumed that the particles are so small that the inertia of the medium
can be neglected.

b. We introduce a complex way of writing which may be considered an operator
notation. Both phases are regarded as elastic, with complex modules.

c. The hydrodynamic interaction between individual particles is taken into ac-
count so that we select one particle (with radius \( a \)) and surround it with a sphere
consisting of the continuous phase whose radius \( b \) is chosen so that the volume ratio
of the two concentric spheres should correspond to the composition of the colloid,
c. In short, it is assumed that
\[ \frac{a^3}{b^3} = c \]  
(8.5)
holds. The space around the outer sphere is surrounded by a medium having macro-
scopic properties identical with those of the colloidal solution. The parameters of
The known differential equation describing the equilibrium of the elastic medium in our model is the following:

$$\mu \Delta l + (\mu + \lambda) \text{grad} \text{div} l = 0,$$

(8.6)

where

$$\mu = \begin{cases} \mu_1 & \text{if } r < a \\ \mu_0 & \text{if } a < r < b \\ \mu^* & \text{if } b < r \end{cases}$$

and

$$\lambda = \begin{cases} \lambda_1 & \text{if } r < a \\ \lambda_0 & \text{if } a < r < b \\ \lambda^* & \text{if } b < r \end{cases}$$

(8.7)

in which $\mu_1$ and $\lambda_1$ are the Lame constants of the dispersed phase; $\mu_0$ and $\lambda_0$ those of the continuous phase; and $\mu^*$ and $\lambda^*$ those of the average medium. The related boundary condition is:

$$\lim_{r \to \infty} (l - \varepsilon r) = 0;$$

(8.8)

where $\varepsilon$ is the deformation of the medium. In addition, function $l(r)$ should be continuous in the whole range and the stress vector must also be continuous on all surfaces.

Since equation (8.6) and condition (8.8) are linear in $l$, it is easy to see that solution $l(r)$ will be homogeneous and linear in $\varepsilon$. Hence the solution sought is:

$$l = T(r) : \varepsilon,$$

(8.9)

where $T(r)$ is a third order tensor depending on the place. Relation (8.9) may be given also in terms of orthogonal components:

$$l_i = T_{ijk}(r) \varepsilon_{jk}.$$  

(8.10)

From this it is seen that tensor $T(r)$ is symmetric in its second and third indices. Based on considerations of symmetry it is also easy to see that the field of tensor...
\( T(\mathbf{r}) \) is of globular symmetry. To determine it, let us choose an arbitrary point with position vector \( \mathbf{r} \) and define an auxiliary cartesian coordinate system in which this point lies on the third axis. On reflection to planes perpendicular to axes \( x_1 \) and \( x_2 \), it can be seen that each component of tensor \( T(\mathbf{r}) \) is zero in which an odd number of 1’s or 2’s occurs. By means of the mirror symmetry exchanging axes \( x_1 \) and \( x_2 \), it is evident that an exchange of indices 1 and 2 does not alter the components of \( T(\mathbf{r}) \). According to this, in tensor \( T(\mathbf{r}) \) only three independent components remain:

\[
T_{113} = T_{131} = T_{223} = T_{232} = \alpha, \quad T_{311} = T_{322} = \beta, \quad T_{333} = \gamma, \quad (8.11)
\]

where notations \( \alpha \), \( \beta \) and \( \gamma \) are introduced with which we can rewrite equation (8.9) as

\[
\begin{align*}
    l_1 &= 2\alpha \varepsilon_{13}; \quad l_2 = 2\alpha \varepsilon_{23}; \quad l_3 = \beta (\varepsilon_{11} + \varepsilon_{22}) + \gamma \varepsilon_{33}. \\
\end{align*} \quad (8.12)
\]

On utilizing the fact that vector \( \mathbf{r} \) shows the direction of the third axis, equation (8.12) takes the following form:

\[
l = f(\mathbf{r}) \varepsilon^0 \mathbf{r} + g(\mathbf{r})(\mathbf{r} \varepsilon^0 \mathbf{r}) \mathbf{r} + h(\mathbf{r}) \mathbf{tr} \varepsilon \mathbf{r}, \quad (8.13)
\]

where

\[
\begin{align*}
    f(\mathbf{r}) &= \frac{2\alpha}{r}; \quad g(\mathbf{r}) = \frac{\gamma - \beta - 2\alpha}{r^3}; \quad h(\mathbf{r}) = \frac{\gamma + 2\beta}{3r}; \quad \varepsilon^0 = \varepsilon - \frac{1}{3} \mathbf{tr} \varepsilon \delta. \\
\end{align*} \quad (8.14)
\]

Equation (8.13) is completely general. On the other hand, functions \( f \), \( g \) and \( h \) are functions only of the distance from the center; in this way we eliminated the disadvantage of choosing a special coordinate system.

Let us now determine functions \( f \), \( g \) and \( h \). For this purpose, let us substitute equation (8.13) into differential equation (8.6). For this, we need the following expression:

\[
\begin{align*}
    \Delta(f \varepsilon^0 \mathbf{r}) &= \left( f'' + \frac{4}{r} f' \right) \varepsilon^0 \mathbf{r}, \\
    \Delta(g(\mathbf{r}) \varepsilon^0 \mathbf{r}) \mathbf{r} &= 4 g \varepsilon^0 \mathbf{r} + \left( g'' + \frac{8}{r} g' \right) (\mathbf{r} \varepsilon^0 \mathbf{r}) \mathbf{r} \\
    \Delta(h \mathbf{r}) &= \left( h'' + \frac{4}{r} h' \right) \mathbf{r} \\
    \text{grad div}(f \varepsilon^0 \mathbf{r}) &= 2 \frac{f'}{r} \varepsilon^0 \mathbf{r} + \frac{1}{r^2} \left( f'' - \frac{1}{r} f' \right) (\mathbf{r} \varepsilon^0 \mathbf{r}) \mathbf{r} \\
    \text{grad div}[g(\mathbf{r}) \varepsilon^0 \mathbf{r}] \mathbf{r} &= (2 g' r + 10 g) \varepsilon^0 \mathbf{r} + \left( g'' + \frac{6}{r} g' \right) (\mathbf{r} \varepsilon^0 \mathbf{r}) \mathbf{r} \\
    \text{grad div}(h \mathbf{r}) &= \left( h'' + \frac{4}{r} h' \right) \mathbf{r}. \\
\end{align*} \quad (8.15)
\]
Upon using these and utilizing the fact that in the equation obtained the coefficients of $\varepsilon^0 r$, $(r \varepsilon^0) r$ and $(tr \varepsilon)r$ should individually be zero, we obtain

$$
\mu \left( f'' + \frac{4}{r} f' + 4g \right) + \left( \mu + \lambda \right) \left( \frac{2}{r^2} f' + 2gr + 10g \right) = 0,
$$

$$
\mu \left( g'' + \frac{8}{r} g' \right) + \left( \mu + \lambda \right) \left( \frac{1}{r^2} f'' - \frac{1}{r^3} f' + g'' + 6g' \right) = 0, \quad (8.16)
$$

$$
\mu \left( h'' + \frac{4}{r} h' \right) + \left( \mu + \lambda \right) \left( h'' + \frac{4}{r} h' \right) = 0.
$$

Our task now is to solve the set of ordinary differential equations. Since the first two equations do not involve $h$ whereas the third contains only $h$, they may be solved separately. We look for solutions in the form

$$
f = f_0 r^{n+2}, \quad g = g_0 r^n \quad (8.17)
$$

Using them, we obtain the following homogeneous, linear equation system:

$$
(n + 2)[2[2\mu + (\mu + \lambda)(n + 5)]g_0 = 0, \quad (8.18)
$$

It has a non-trivial solution if and only if

$$
\left| \begin{array}{cc}
(n + 2)[2(\mu + \lambda) + \mu(n + 5)] & 2[2\mu + (\mu + \lambda)(n + 5)] \\
(n + 2)n(\mu + \lambda) & n[2\mu + (2\mu + \lambda)(n + 5)]
\end{array} \right| = 0. \quad (8.19)
$$

From this, the possible values of $n$ are $0, -2, -5, -7$. The four independent particular solutions are obtained from the first equation of system (8.18):

$$
f_1 = (7\mu + 5\lambda)r^2; \quad g_1 = -(7\mu + 2\lambda); \\
f_2 = 1; \quad g_2 = 0; \\
f_3 = 2\mu r^{-3}; \quad g_3 = 3(\mu + \lambda)r^{-5}; \\
f_4 = 2r^{-5}; \quad g_4 = -5r^{-7} \quad (8.20)
$$

Function $h$ is obtained from the third equation of (8.16). The two particular solutions are:

$$
h_1 = 1 \quad \text{and} \quad h_2 = r^{-3}. \quad (8.21)
$$

The coefficients are provided by continuity conditions. However, care should be taken that $\mu$ and $\lambda$ do not remain constant in the whole space; therefore, the coefficients in the solution will differ for regions $r < s$, $a < r < b$ and $b < r$.

In the first region

$$
f = -A_1 f_1 - B_1; \quad g = -A_1 g_1; \quad h = -E_1. \quad (8.22)
$$

Here the coefficients of $f_3, f_4, g_3, g_4$ and $h_2$ are zero, since the functions sought are continuous also at $r = 0$. The negative signs will prove to be convenient later.
In the second region \((a < r < b)\)
\[
f = A_2 f_1 + B_2 + C_2 f_3 + D_2 f_4; \quad g = A_2 g_1 + C_2 g_3 + D_2 g_4; \quad h = E_2 + F_2 h_2.
\] (8.23)

In the third region \((b < r)\)
\[
f = -B^* - D^* f_4; \quad g = -D^* g_4; \quad h = -E^*; \quad (8.24)
\]
where the coefficients of \(f_1\) and \(g_1\) are zero due to the behavior in infinity. For the same reason
\[
B^* = -1, \quad E^* = -1/3
\]
and the coefficients of \(f_3\), \(g_3\) and \(h_2\) are chosen to be zero, for the sake of a possibly faster disappearance of the perturbation caused by the two spheres. It turns out in what follows that \(D^*\) cannot be chosen freely any more, though this would have been the condition of the perfect disappearance of the perturbation outside the outer sphere.

Next the stress tensor and then the stress vector on radial surfaces are determined. They are needed when fitting the solutions on the spheres. According to Hooke’s law:
\[
t = \mu (1 \circ \nabla + \nabla \circ 1) + \lambda \text{div} \mathbf{I};
\] (8.25)
from which
\[
t_r = \mu (r \nabla) 1 + \mu (\nabla \circ 1)r + \lambda (\text{div} 1)r. \quad (8.26)
\]
From equation (8.13) we get
\[
t_r = \mu (rf' + 2f + 2gr^2)\varepsilon_0 r + \left[ \mu \left( 2g'r + 4g + \frac{1}{r} f' \right) + \right.
\]
\[
+ \lambda \left( \frac{1}{r} f' + g'r + 5g \right) \right] (r\varepsilon^0 r) r + [2\mu(h'r + h) + \lambda(h'r + 3h)] \text{tr} \varepsilon r \quad (8.27)
\]
For brevity, the temporary notations defined by
\[
t_r = \alpha(r)\varepsilon_0 r + \beta(r)(r\varepsilon^0 r) r + \gamma(r) \text{tr} \varepsilon r \quad (8.28)
\]
and introduced. The particular forms of \(\alpha\), \(\beta\) and \(\gamma\) corresponding to equation (8.20) and (8.21) are
\[
\alpha_1 = \mu(14\mu + 16\lambda)r^2; \quad \alpha_2 = 2\mu; \quad \\
\alpha_3 = 2\mu(2\mu + 3\lambda)r^{-3}; \quad \alpha_4 = -16\mu r^{-5}; \quad \\
\beta_1 = -\mu(14\mu + 19\lambda); \quad \beta_2 = 0; \quad \\
\beta_3 = -24\mu(\mu + \lambda)r^{-5}; \quad \beta_4 = 40\mu r^{-7}; \quad \\
\gamma_1 = (2\mu + 3\lambda); \quad \gamma_2 = -4\mu r^3. \quad (8.29)
\]
Continuity conditions say that \( f, g, h, \alpha, \beta \) and \( \gamma \) are continuous at \( r = a \) and \( r = b \). First, the continuity of \( h \) and \( \gamma \) are written in a form reduced to zero

\[
E_1 + E_2 + F_2a^{-3} = 0, \\
E_1(2\mu_1 + 3\lambda_1) + E_2(2\mu_0 + 3\lambda_0) - 4\mu_0F_2a^{-3} = 0, \\
E_2 + F_2b^{-3} + E^* = 0, \\
E_2(2\mu_0 + 3\lambda_0) - 4\mu_0F_2b^{-3} + E^*(2\mu^* + 3\lambda^*) = 0.
\] (8.30)

The equations obtained may be regarded as a system of homogeneous, linear equations which has a non-trivial solution if and only if its determinant is zero:

\[
\begin{vmatrix}
1 & 1 & a^{-3} & 0 \\
3\kappa_1 & 3\kappa_0 & -4\mu_0a^{-3} & 0 \\
0 & 1 & b^{-3} & 1 \\
0 & 3\kappa_0 & -4\mu_0b^{-3} & 3\kappa^*
\end{vmatrix} = 0.
\] (8.31)

Let us introduce the compression modulus

\[
\kappa = \frac{2\mu}{3} + \lambda
\] (8.32)

For simplifying calculations, let us use notations

\[
\xi = \frac{\kappa^*}{\kappa_0} - 1; \quad \eta = \frac{\kappa_1}{\kappa_0} - 1; \quad \zeta = \frac{3\kappa_0}{4\mu_0 + 3\kappa_0}.
\] (8.33)

With them, determinant (8.31) takes a simpler form

\[
\begin{vmatrix}
1 & 1 & \zeta & 0 \\
\eta & 0 & -1 & 0 \\
0 & 1 & \zeta c & 1 \\
0 & 0 & -c & \xi
\end{vmatrix} = 0.
\] (8.34)

If we expand it with respect to column 4 and solve the equation for \( \xi \), we obtain:

\[
\xi = \frac{c\eta}{1 + \zeta \eta(1 - c)}.
\] (8.35)

We proceed in the same way for \( f, g, \alpha \) and \( \beta \). With those, the determinant of the set of homogeneous linear equations is of the eighth order.

\[
\text{See on next page.}
\] (8.36)

The expansion of this eighth-order determinant is a tedious task. In order to simplify it, let us use the following quantities:

\[
\frac{\mu_1}{\mu_0} - 1 = y; \quad \frac{\mu^*}{\mu_0} - 1 = x; \quad \frac{\mu_1}{\lambda_1} = z_1; \\
\frac{\mu_0}{\lambda_0} = z_0; \quad \frac{a}{b} = t;
\] (8.37)
whose application and the equivalent transformation of equation (8.36) lead to the equation:

\[ \text{See on next page. (8.38)} \]

From the first two columns of the determinant obtained, it is apparent that the equation is quadratic with respect to the new variable \( x \). We can select the proper root by the condition that \( x \) is necessarily zero at zero concentration and modulus \( \mu^* \) is a continuous function of the concentration. The expansion of the determinant and the solution of the equation is tedious and too complex to be surveyed even by using the notations introduced; therefore, we restrict our study to incompressible media. In this case both \( z_1 \) and \( z_0 \) are zero. The situation is further simplified if we consider only low concentrations. Then, by keeping the smallest powers of \( t \) in the coefficients of the quadratic equation (even calculating the coefficient of the quadratic term at \( t = 0 \), since at low concentrations the root we seek is small), \( x^2 \) contributes to the value of the quadratic polynomial only to a small extent. The above simplifications lead to

\[
16x^2(19y+35)(1+0.4y)+x(19y+35)[35+(14−30t^3)y]−35t^3y(19y+35) = 0 \quad (8.39)
\]

which become after reduction

\[
16(1 + 0.4y)x^2 + [35 + (14 − 30c)y]x − 35yc = 0 \quad (8.40)
\]

where we returned to notation \( t^3 = c \). Since the quadratic equation obtained is only an approximation, it is not worth taking the inconvenience of accurate solution. In first approximation we are satisfied with equation

\[
x = \frac{yc}{1 + 0.4y} \quad (8.41)
\]

which is valid for very low concentrations only. It is of importance that equation (8.41) transforms into the well-known Einstein equation for rigid dispersed phase, i.e. if \( y \to \infty \). In this case, namely,

\[
x = 2.5c \quad (8.42)
\]

which, by resolving the abbreviations, takes

\[
\mu^* = \mu_0(1 + 2.5c). \quad (8.43)
\]

As \( \mu = p\eta \) for viscosity, we arrive at

\[
\eta^* = \eta_0(1 + 2.5c) \quad (8.44)
\]

which is the well-known Einstein equation.

Approximation (8.41) may be regarded as the linear expansion of the shear modulus of the colloid. The disadvantage of this form is that it provides good results only for very low concentrations. The quality of approximation may be improved if one of the factors of \( x^2 \) in equation (8.40) is substituted from equation (8.41) and
8.2. CALCULATION BASED ON STRUCTURAL CONSIDERATIONS

\[ \begin{align*}
(7\mu_1 + 5\lambda_1)a^2 & \quad 1 & (7\mu_0 + 5\lambda_0)a^2 & \quad 1 & 2\mu_0a^{-3} & \quad 2a^{-5} & \quad 0 & \quad 0 \\
-(7\mu_1 + 2\lambda_1) & \quad 0 & -(7\mu_0 + 2\lambda_0) & \quad 0 & 3(\mu_0 + \lambda_0)a^{-5} & \quad -5a^{-7} & \quad 0 & \quad 0 \\
\mu_1(14\mu_1 + 16\lambda_1)a^2 & \quad 2\mu_1 & \mu_0(14\mu_0 + 16\lambda_0)a^2 & \quad 2\mu_0 & 2\mu_0(2\mu_0 + 3\lambda_0)a^{-3} & \quad -16\mu_0a^{-5} & \quad 0 & \quad 0 \\
-\mu_1(14\mu_1 + 19\lambda_1) & \quad 0 & -\mu_0(14\mu_0 + 19\lambda_0) & \quad 0 & -24\mu_0(\mu_0 + \lambda_0)a^{-5} & \quad 40\mu_0a^{-7} & \quad 0 & \quad 0 \\
0 & \quad 0 & (7\mu_0 + 5\lambda_0)b^2 & \quad 1 & 2\mu_0b^{-3} & \quad 2b^{-5} & \quad 1 & \quad 2b^{-5} \\
0 & \quad 0 & -(7\mu_0 + 2\lambda_0) & \quad 0 & 3(\mu_0 + \lambda_0)b^{-5} & \quad -5b^{-7} & \quad 0 & \quad -5b^{-7} \\
0 & \quad 0 & \mu_0(14\mu_0 + 16\lambda_0)b^2 & \quad 2\mu_0 & 2\mu_0(2\mu_0 + 3\lambda_0)b^{-3} & \quad -16\mu_0b^{-5} & \quad 2\mu^* & \quad -16\mu^*b^{-5} \\
0 & \quad 0 & -\mu_0(14\mu_0 + 19\lambda_0) & \quad 0 & -24\mu_0(\mu_0 + \lambda_0)b^{-5} & \quad 40\mu_0b^{-7} & \quad 0 & \quad 40\mu^*b^{-7}
\end{align*} \]

\[ = 0. \tag{8.36} \]

\[ \begin{align*}
x & \quad 0 & \quad 0 & \quad 0 & \quad 0 & \quad -(2z_0 + 1)t^3 & \quad 0 & \quad 7(2z_0 + 1) \\
0 & \quad 8x & \quad 0 & \quad 0 & \quad 0 & \quad 0 & \quad 0 & \quad -35(2z_0 + 1) \\
1 & \quad 0 & \quad 0 & \quad 0 & \quad 1 & \quad \frac{2}{3}(4z_0 + 3)t^3 & \quad -1.6t^5 & \quad -7z_0 + 1 \\
0 & \quad 1 & \quad 0 & \quad 0 & \quad 0 & \quad -(z_0 + 1)t^3 & \quad t^5 & \quad 7z_0 + 2 \\
0 & \quad 0 & \quad 1 & \quad -3 & \quad 1 & \quad \frac{2}{3}z_0 & \quad 0.4 & \quad (7z_0 + 5)t^2 \\
0 & \quad 0 & \quad 0 & \quad 7z_1 + 2 & \quad 0 & \quad -(z_0 + 1) & \quad 1 & \quad (7z_0 + 2)t^2 \\
0 & \quad 0 & \quad y & \quad 7(2z_1 + 1) & \quad 0 & \quad -(2z_0 + 1) & \quad 0 & \quad 7(2z_0 + 1)t^2 \\
0 & \quad 0 & \quad 0 & \quad y(14z_1 + 19) + 35(2z_1 + 1) & \quad 0 & \quad 0 & \quad 0 & \quad 35(2z_0 + 1)t^2
\end{align*} \]

\[ = 0. \tag{8.38} \]
the improved value of $x$ is calculated from the linear equation thus obtained. This procedure is essentially an iterative solution based on the correlation between roots and coefficients. The approximation thus obtained is

$$x = \frac{yc}{1 + 0.4y(1 - c)}; \quad (8.45)$$

which shows a perfect formal analogy to equation (8.35) valid for the compression modulus. This formal analogy, which includes also the fact that equation (8.45) gives the proper result for limiting case $c = 1$, suggests that equation (8.45) provides perhaps a better approximation for incompressible media, than the accurate solution of equation (8.38). It should be mentioned here that at the beginning of this consideration we assumed the uniformity of the colloidal particles, whereas in the results only parameter $t$ is characteristic for concentration is involved; thus, it may be assumed that the results hold also for the simultaneous presence of particles with different sizes.

A further interesting feature of equation (8.45) is that it may be interpreted also by the mechanical models of rheology. In order to illustrate this, let us return from variables $x$ and $y$ to $\mu_1$, $\mu_0$ and $\mu^*$:

$$\mu^* = \frac{(2 + 3c)\mu_1 + 3(1 - c)\mu_0}{2(1 - c)\mu_1 + (3 + 2c)\mu_0}, \quad (8.46)$$

![Mechanical models](image)

Figure 8.2

This correlation is the modulus of mechanical models shown in Figure 8.2. The mechanical models prove by their existence that for colloids consisting of viscoelastic components, the complex viscosity of the medium is always a positive real function when those of the component are positive real functions. For the medium discussed in section 8.1. when $\mu_0 = p\eta_0$, for example, by introducing symbols

$$\eta = \frac{2 + 3c}{2(1 - c)}\eta_0; \quad \tau_d = \frac{3(1 - c)}{2 + 3c} \frac{\eta_0}{\mu_1}; \quad \tau_t = \frac{3 + 2c}{2(1 - c)} \frac{\eta_0}{\mu_1} \quad (8.47)$$

correlation

$$\mu^* = \eta p \frac{\tau_d p + 1}{\tau_t p + 1} \quad (8.48)$$
is obtained which is identical with the complex modulus in equation (6.17) introduced for the medium characterized by one dynamic variable.

All this shows that the equation derived from the structure of colloids by means of classical mechanics is completely identical with the results of linear non-equilibrium thermodynamics. The thermodynamic conductivity coefficients can be determined by comparing equations (8.47) and (6.13).

Let us now examine the possibilities of calculations for the case when the concentration of the globular colloid consisting of incompressible components exceeds the limit of the applicability of equations (8.41) and (8.45). One of the possibilities is to solve the original equation (8.38). Due to incompressibility, \( z_0 = z_1 = 0 \).

By expanding the determinant at the left side of the equation we obtain quadratic expressions for both \( x \) and \( y \), the coefficients of which are the polynomials of parameter \( t = c^{1/3} \):

\[
(P_{22}y^2 + P_{21}y + P_{20})x^2 + (P_{12}y^2 + P_{11}y + P_{10})x + P_{02}y^2 + P_{01}y = 0, \quad (8.49)
\]

where

\[
\begin{align*}
P_{22} &= 121.6t^{10} - 760t^7 + 1276.8t^5 - 760t^3 + 121.6, \\
P_{21} &= -1480t^7 + 2352t^5 - 1400t^3 + 528, \\
P_{20} &= 560, \\
P_{12} &= 304t^{10} - 570t^3 + 266, \\
P_{11} &= -1050t^3 + 1155, \\
P_{10} &= 1225, \\
P_{02} &= -665t^3, \\
P_{01} &= -1225t^3.
\end{align*}
\]

Quadratic equation (8.49) is suitable for numerical calculations also in the case of complex modules. We shall now illustrate how the procedure may be applied for the medium discussed in section 8.1. Corresponding to complex representation, then

\[
\eta_0 \quad \text{(viscosity of the continuous phase)} \\
\kappa \quad \text{(shear rate (in the case of small amplitude oscillations, it is substituted by angular frequency))}, \\
\sigma_1 \quad \text{(normal stress function)}, \\
\eta^* \quad \text{(the non-newtonian viscosity belonging to stationary shear flow, or more accurately speaking, the ratio of shear stress to shear rate)}.
\]

The meaning of \( x \) and \( y \) introduced in equation (8.37) is now

\[
x = \frac{\eta^*}{\eta_0} - i \frac{\sigma_1}{\kappa \eta_0} - 1; \quad y = -1 - i \frac{\mu_1}{\kappa \eta_0} \quad (8.52)
\]

It is obvious that in equation (8.49) only two variable parameters are included: \( t \) depending on the concentration and \( \frac{\kappa \eta_0}{\mu_1} \) in \( y \). From the two roots of the quadratic equation the one for which \( \eta^* \) is positive should be chosen; i.e., for which inequality

\[
\frac{\eta^*}{\eta_0} - 1 = Rex > -1 \quad (8.53)
\]
is fulfilled. The computer calculation is easy to perform. Figure 8.3 shows the shear stress function calculated where on the abscissa and ordinate axes, respectively, reduced variables

$$\kappa^* = \frac{\kappa \eta_0}{\mu_1}; \quad \tau^* = \frac{\tau}{\mu_1}$$ (8.54)

are shown.
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The following representation, however, provides the relations in a more refined manner. The logarithm of reduced shear rate is now on the abscissa, whereas the ordinate shows a variable defined as

$$[\eta^*] = \eta^*(\kappa^*) - \eta^*(\infty)$$ (8.55)

where

$$\eta^*(\infty) = \lim_{\kappa^* \to \infty} \eta^*.$$ (8.56)

A picture characteristic for the normal stress is obtained if variable

$$[\sigma_1] = \frac{\sigma_1}{\lim_{\kappa \to \infty} \sigma_1}$$ (8.57)

is plotted against the logarithm of \(\kappa^*\).

In general, on the basis of non-equilibrium thermodynamics for bodies with more dynamic variables, functions (6.152) represented in the above-mentioned way give step-like functions if the relaxation times belonging to individual dynamic variables have different orders of magnitude. If relaxation times are close to each other, these steps merge. The curve for variable \([\eta^*]\) shows a decrease, whereas that for \([\sigma_1]\) an increase. The height of steps belonging to individual dynamic variables is connected by correlation

$$\frac{\Delta[\eta^*]_i \kappa^2_i}{\Delta[\sigma_1]_i} = const$$ (8.58)
as calculated from Eq. (6.152), where $\Delta [\eta^*]_i$ and $\Delta [\sigma_1]_i$ are the heights of the $i$-th steps, $\kappa$ corresponds to the middle of the steps.

Figures 8.4. and 8.5. show curves calculated on the basis of equations (8.49)-(8.57). The curves prove the conclusions obtained by non-equilibrium thermodynamics. However, this agreement is only of an approximate nature due to the fact that square root function obtained from the solution of equation (8.49) is not a rational fractional function of variable $\kappa$, which was true in the case of approximation (8.45).

Our problem may also be solved in another way instead of solving quadratic equation (8.49). Following the derivation of Boucher [11], we start by assuming the validity of equation (8.41) for low concentrations even when further particles are added to the colloid in low concentrations. In the case, $\mu_0$ means the shear modulus of the starting colloid. Upon repeating this procedure frequently enough, we can arrive at any concentration we want. For elastic materials, according to Boucher, the agreement with experiments is excellent up to high concentrations.
The course of calculation is the following: Let us take a colloid with volume $V_1$ for the dispersed phase and volume $V_0$ for the continuous phase. To this colloid, let us add a volume of $dV_1$ (small amount) of the colloidal particles. The shear modulus of the colloid is now $\mu$ (it stands now for $\mu_0$) and $\mu^*$ after having added the $dV_1$ volume of particles. Let us now apply equation (8.41) for changing the modulus so that the original colloid should be considered now to be the continuous phase:

$$\frac{\mu^* - 1}{\mu} = \frac{\frac{\mu_1}{\mu} - 1}{1 + 0.4 \left( \frac{\mu_1}{\mu} - 1 \right)} \cdot \frac{dV_1}{V_0 + V_1 + dV^*}. \quad (8.59)$$

Rearranging the equation and utilizing correlations

$$c = \frac{V_1}{V_0 + V_1} \quad \text{and} \quad \mu^* - \mu = d\mu, \quad (8.60)$$

we arrive at differential equation

$$\frac{d\mu}{\mu} = \frac{\mu_1 - \mu}{\mu + 0.4(\mu_1 - \mu)} \frac{dc}{1 - c}$$

the solution of which may be performed by the separation of variables; then we obtain

$$-\ln(\mu_1 - \mu) + 0.4 \ln \mu = -\ln(1 - c) + \ln K. \quad (8.61)$$

The integration constant is determined from the condition $\mu = \mu_0$ if $c = 0$. Thus

$$-\ln(\mu_1 - \mu_0) + 0.4 \ln \mu_0 = \ln K,$$

from which the final equation is

$$\frac{\mu_1 - \mu}{\mu^{0.4}} = (1 - c) \frac{\mu_1 - \mu_0}{\mu_0^{0.4}} \quad (8.62)$$

This result is nearly identical with equation (8.45) for all cases in which $\mu$ differs only slightly from $\mu_0$. This becomes obvious if after rearranging equation (8.62), the function with a fractional power is expanded into a series around 1. To do this, let us substitute variables $x$ and $y$ from equation (8.37):

$$\frac{y - x}{y} = (1 - c)(1 + x)^{0.4} \approx (1 - c)(1 + 0.4x). \quad (8.63)$$

On solving this equation for $x$, we arrive at equation (8.45). This means that for low concentrations nearly the same result is obtained as from the solution of the complicated quadratic equation (8.36).

Variables in equation (8.62) are usually complex quantities; therefore, calculations with this equation are quite laborious in spite of its simple form, however, it can be conveniently used for computation. Figures 8.6 and 8.7 show results calculated by equation (8.62) for media discussed in section 8.1. On the abscissa is again
the logarithm of $\kappa^*$ defined by equation (8.54), whereas on the ordinate $[\eta^*]$ defined by equation (8.55) and $[\sigma_1]$ defined by equation (8.57) are represented, respectively.

A third method for calculating the parameters of colloids with not very low concentration will also be shown. This method is essentially very similar to that of Boucher, with the only differences being that colloidal particles are not added in infinitely small steps and that parameters are calculated after individual steps by the repeated application of equation (8.45). Calculations carried out in 4 steps are shown for the medium discussed in section 8.1 in Figures 8.8 and 8.9. The repeated application of equation (8.45) ensures that the complex modulus will be a positive real function of frequency and shear stress.

The repeated application of equation (8.46) ensures that the rheological model of the result can always be obtained. This means that this method provides results completely compatible with the thermodynamic equations.

For a comparison of the three different methods, $\eta^*(0)$, $\eta^*(\infty)$ and $\lim_{\kappa \to \infty} \sigma_1$ values calculated by these methods as functions of concentration are shown in Figure 8.10.
On the ordinate, a logarithmic scale is applied. It is apparent from the figure that the three methods give identical results within 10% for volume fractions not greater than 0.3 for the medium studied. A careful analysis of the curves makes it obvious that agreement is excellent even in regions of higher concentrations but not for shear rates that are too small.

Let us now proceed to compressible media. In this case, quadratic equation (8.38) should be solved for non-zero values of $z$ and $z_0$. This is a tedious task which will not be done here. The situation is considerably simpler if we restrict our study to low concentrations, in which case we arrive at

$$x = \frac{yc}{1 + 0.4y^{\frac{2z_0+3}{6z_0+3}}} \quad (8.64)$$

analogous to equation (8.41). This equation, together with equation (8.35), is a suitable starting point for Boucher’s train of thoughts shown earlier for incompressible components. Concerning details, the reader is referred to the original paper of
8.3. EFFECT OF INTERFACIAL TENSION: EMULSIONS AND FOAMS.

Boucher [11]; here we only mention that with the addition of colloidal particles, \( z_0 \) also changes; therefore, the procedure results in equations more complicated than those of equation (8.62).

The solution of the problem is simpler if \( z \) is considered a constant; then the result is similar to equation (8.62). The fractional power in the denominator will be \( 0.4 \times \frac{8z_0+3}{6z_0+3} \) instead of 0.4 and upon expansion into a series, leads to

\[
x = \frac{yc}{1 + 0.4y\frac{8z_0+3}{6z_0+3}(1 - c)}
\]

which is analogous to equation (8.45). This latter equation, together with equation (8.35), may serve as a basis for the approximation calculated in finite steps.

8.3. Effect of interfacial tension: emulsions and foams.

Correlations discussed in the previous section may be applied also when both the continuous and dispersed phases are liquid, or when one of them is gaseous and the other one is liquid. Thus, e.g., for newtonian liquids complex variables

\[
\mu_1 = i\kappa\eta_1; \quad \mu_0 = i\kappa\eta_0; \quad \mu = i\kappa\eta
\]

can be used. All procedures mentioned result in a real value for \( \eta \), i.e. the emulsion behaves also as a newtonian liquid. However, this conclusion is premature because the effect of interfacial tension has been neglected so far.

Let us now consider the real situation. At rest, the particles in an emulsion or foam are spherical. During motion, they become deformed; and if the volume remains unchanged, their surface increases. Thus, they store excess mechanical energy due to surface tension. For simplicity, we restrict ourselves to uniform particles, and then entropy may be written by analogy to equation (8.1) as
where \( \gamma \) is the surface tension,
\( \Delta A \) the increment in the surface of the particle, and
\( V \) the volume of the particle.

Let us now determine how the change in the surface depends on the deformation. Due to spherical symmetry, the change in the surface is an isotropic function of the deformation tensor. It is expedient to introduce the deformation tensor in the form

\[
\varepsilon = d - \delta
\]

with which we may write

\[
\Delta A = A_0 f(\text{tr} \varepsilon, \text{tr} \varepsilon^2, \text{tr} \varepsilon^3).
\]

The calculation of function \( f \) leads to elliptical integrals in the general case. However, for small deformations we stop at the quadratic term of the function expanded into a power series with respect to the components of \( \varepsilon \),

\[
f \approx k \text{tr} \varepsilon + k_1 (\text{tr} \varepsilon)^2 + k_2 \text{tr} \varepsilon^2.
\]

Constants \( k, k_1 \) and \( k_2 \) may be determined also for one-axis deformations (rotational ellipsoid). For this, let us take a rotational ellipsoid whose rotation axis coincides with the \( x \) axis of the cartesian coordinate system, and the equation of its contour is

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1
\]

The surface of the ellipsoid is obtained in this case by calculating the integral

\[
A = 2\pi \int_{-a}^{a} y \sqrt{1 + \frac{y^2}{b^2}} \, dx.
\]

which results in

\[
A = 2\pi \int_{-a}^{a} \sqrt{\frac{b^2}{a^2} \left(1 - \frac{x^2}{a^2}\right) + \frac{b^4}{a^4} x^2} \, dx = 4\pi b \int_{-a}^{a} \frac{x^2}{a^2} \left(1 - \frac{b^2}{a^2} \right) \, dx =
\]

\[
= 4\pi ab \int_{0}^{1} \frac{1}{\sqrt{1 + x^2 \frac{b^2}{a^2} - 1}} \, dx.
\]

Though this integral may be given by elementary functions, it is more convenient for our purpose to take into account that the difference between \( a \) and \( b \) is small; thus, the square root in the integrand may be expanded into a binomial series:

\[
A \approx 4\pi ab \int_{0}^{1} \frac{1 + x^2}{2} \left(\frac{b^2}{a^2} - 1\right) - \frac{x^4}{8} \left(\frac{b^2}{a^2} - 1\right)^2 \, dx =
\]

\[
= 4\pi ab \left\{ 1 + \frac{1}{6} \left(\frac{b^2}{a^2} - 1\right) - \frac{1}{40} \left(\frac{b^2}{a^2} - 1\right)^2 \right\}.
\]
Introducing expressions

\[ a = r(1 + \varepsilon_1) \quad \text{and} \quad b = r(1 + \varepsilon_2) \]  \hspace{1cm} (8.75)

and expanding the right side of equation (8.74) again into a series with respect to the exponents of \( \varepsilon_1 \) and \( \varepsilon_2 \) and terminating it at the quadratic term, we obtain

\[ A = 4\pi r^2 \left[ 1 + \frac{2}{3}(\varepsilon_1 + 2\varepsilon_2) + \frac{1}{15}(\varepsilon_1^2 + 6\varepsilon_2^2 + 8\varepsilon_1\varepsilon_2) \right]. \]  \hspace{1cm} (8.76)

Utilizing that in our case

\[ \text{tr } \varepsilon = \varepsilon_1 + 2\varepsilon_2 \quad \text{and} \quad \text{tr } \varepsilon^2 = \varepsilon_1^2 + 2\varepsilon_2^2, \]  \hspace{1cm} (8.77)

we arrive at the following result:

\[ \Delta A = 4\pi r^2 \left[ \frac{2}{3} \text{tr } \varepsilon + \frac{2}{15}(\text{tr } \varepsilon)^2 - \frac{1}{15} \text{tr } \varepsilon^2 \right] \]  \hspace{1cm} (8.78)

In what follows, we want to study deformations with unchanged volume. When doing this, we cannot restrict ourselves to the linear approximation of dilatation. For volume, in general, correlation

\[ V = V_0(1 + \varepsilon_1)(1 + \varepsilon_2)(1 + \varepsilon_3) \]  \hspace{1cm} (8.79)

holds the quadratic approximation of which is

\[ \Delta V = V_0 \left\{ \text{tr } \varepsilon + \frac{1}{2} [(\text{tr } \varepsilon)^2 - \text{tr } \varepsilon^2] \right\}. \]  \hspace{1cm} (8.80)

This means that in cases with unchanged volume (equation (8.78)) \( \text{tr } \varepsilon = \frac{1}{2} \text{tr } \varepsilon^2 \) should be used instead of linear approximation \( \text{tr } \varepsilon = 0 \). Consequently, on omitting the higher order terms from equation (8.78), expression

\[ \Delta A = 4\pi r^2 \frac{4}{15} \text{tr } \varepsilon^2 = 4\pi r^2 \frac{4}{15} \varepsilon : \varepsilon \]  \hspace{1cm} (8.81)

is obtained, whose substitution into equation (8.67) results for the entropy in

\[ s = s_0 \left( u - \frac{c}{\rho} \frac{4\gamma}{5r} \varepsilon : \varepsilon \right). \]  \hspace{1cm} (8.82)

Introducing an effective shear modulus

\[ \mu_1 = \frac{4\gamma}{5r}, \]  \hspace{1cm} (8.83)

our equation becomes identical with equation (8.1). Thus we may say that our method used in sections 8.1. and 8.2. is applicable also to emulsions; however, the effective shear modulus interpreted by equation (8.83) should be substituted.
It should be mentioned that the effective modulus of shear given by equation (8.83) depends on the size of drops; thus, the equations obtained in previous sections may be applied directly only for homodisperse emulsions. In the presence of drops with different sizes, we should proceed as if several types of colloidal particles were present simultaneously. This means that more dynamic variables are needed for taking into account the deformation of different particles.

Let us now examine the equations in section 8.2 from the viewpoint of their generality. Equation (8.41) refers to dilute solutions and may be regarded as the linear partial sum of expansions with respect to concentration. Generalization is not difficult: on the basis of definition of $y$ by equation (8.37), quantities

$$y_i = \frac{\mu_i}{\mu_0} - 1 \quad (8.84)$$

may be introduced whose makes the generalization of equation (8.41) possible in the form

$$x = \sum_{i=1}^{N} c_i y_i \quad (8.85)$$

where the different colloidal particles are numbered from 1 to $N$.

The generalization of equation (8.45) contains, however, more arbitrary features. Let us first rearrange equation (8.45) into the form

$$x = \frac{c y}{1 + 0.4 y} \quad (8.86)$$

On the basis of this, generalization in the form

$$x = \sum_{i=1}^{N} c_i y_i \quad (8.87)$$

is obvious.

Unfortunately, generalization of the other equations in section 8.2 is much more difficult as the effect of different particles appears in the macroscopic medium in an averaged form; thus the pathway leading to equation (8.36) is not passable and no analogous equation to equation (8.36) may be written for more components present. The generalization of the derivation by Boucher is also doubtful. For more components (namely, on the basis of equation (8.59)), we arrive at correlations

$$\frac{\partial \mu}{\partial c_i} = \frac{\mu_i - \mu}{1 - c_i \mu + 0.4(\mu_i - \mu)} \quad (8.88)$$

which cannot hold simultaneously for all the components, since the mixed second order derivatives are identical only if $\mu_i = \mu_k$. This may be proved by a simple calculation. This fact calls attention to the shortcomings in the considerations of Boucher.
8.4. Thermal motion of rigid colloidal particles.

In the previous chapters we dealt with the behavior of globular colloids. Now we will examine how colloids behave when the particles are less symmetric. For simplicity, we assume that they are rigid: the effect of deformation had been thoroughly studied in the previous chapters and, presumably, the deformation of particles with an arbitrarily chosen shape did not result in qualitatively different behavior. The effect of the deformation of the particles is overruled by the orientational effects. The latter will be treated in this section within the framework of the linear theory.

Particles of arbitrary shape will not be discussed in what follows, as this would be too complicated; but we assume that the colloidal particles have a preferred direction around which their rotation is indifferent with respect to their properties, and even a rotation of this preferential direction by $180^\circ$ is without consequences. This means that the particles may be regarded as of cylindrical symmetry. However, a lower order of symmetry would also be sufficient to reach the same results, that is, the assumption of a three-fold or higher-order rotational axis; but this would only complicate the calculation.

The orientation of particles can be given by a vector whose size may be arbitrary, but it is more expedient not to consider the size of the vector at all, i.e. vectors $n$ and $-n$ will be regarded as identical. This assumption implies also our condition that $n$ and $-n$ mean identical orientations.

Let us suppose that the orientation of particles is random, and in the equilibrium state of an isotropic colloid, the orientation has a distribution with spherical symmetry. During flow, obviously the continuous phase carries the particles along thereby distorting the spherical symmetry. It is also obvious that the spherical symmetry of distribution is restored by the Brownian motion of the particles after the flow stopped. This cannot take place during flow, even though the effect of Brownian motion also prevails then.

The orientation distribution of the particles will be illustrated by a closed surface whose volume is constant and whose equilibrium shape is spherical. If flow distorts the sphere, the deformed shape may be considered, up to a first approximation, an ellipsoid. This means that the deformation of the sphere can be characterized by a symmetric second-order tensor of zero trace $\varepsilon$, i.e. for characterizing the local state of the colloid, besides internal energy, a symmetric second-order tensor of zero trace is necessary as a dynamic variable. For small $\varepsilon$-s, the entropy can be expanded into a series with respect to the components of $\varepsilon$ up to the quadratic term:

$$s = s_0(u) - \frac{s''}{2} \varepsilon : \varepsilon,$$

where $s''$ is a positive constant. This provides a starting point for thermodynamic treatment. If we introduce the new dynamic variable

$$\xi = \sqrt{s''} \varepsilon$$

the form of the entropy function will be identical with equation (8.4). As the shape of the sphere representing distribution does not change on time inversion, we may introduce variable

$$\sqrt{\rho T} \xi = \alpha$$
by means of which the problem can be treated in the same way as we have done for globular colloids in section 8.1.

In order to confirm the results of the thermodynamic theory, constitutive equation will also be derived on the basis of structural considerations. For this, let us first calculate the entropy for an arbitrary particle distribution. Configurational entropy $s_c$ for one particle can be calculated from the distribution by the formula known from statistical physics

$$s_c = -k \int f \ln f \, d\Omega$$

where $k$ is Boltzmann’s constant,

$f$ the density function of the probability distribution, and

$d\Omega$ the measure of the infinitesimal part of the space of events.

However, it is expedient to double the space of events and to perform integration for the total surface of the sphere. On taking the radius of the sphere to be unity,

$$s_c = -\frac{k}{2} \oint_{S} f \ln f \, dA$$

Due to the doubling of the space of events, the condition of normalization is

$$\oint_{S} f \, dA = 2$$

If distribution differs only slightly from that of spherical symmetry, notation

$$f = \frac{1}{2\pi} (1 + \varphi)$$

can be introduced; by using this, we obtain for small $\varphi$

$$\oint_{S} \varphi \, dA = 0, \quad s_c = k \ln 2\pi - \frac{k}{4\pi r^2} \oint_{S} \varphi^2 \, dA.$$  

Specific entropy is now obtained in the form

$$s = s_0(u) - \frac{kN}{4\pi r^2} \oint_{S} \varphi^2 \, dA$$

where $N$ is the number of particles in the unit mass of the colloid. If only Brownian motion is involved, the time course of the change in distribution function $f$ can be described by the equation of diffusion on the surface of the sphere. In order to be able to use the equation of spatial diffusion, we employ relationship

$$\frac{\partial f}{\partial t} = \text{div}(Dr^2 \text{grad } f)$$
which, on the surface of the sphere with unit radius, is identical with the diffusion equation; and for solutions satisfying the initial condition

$$\frac{\partial f}{\partial r} \bigg|_{t=0} = 0,$$  \hspace{1cm} (8.97)

$\frac{\partial f}{\partial r} = 0$ is fulfilled forever.

Let us now examine what effect is exerted by the motion on the time dependence of the probability distribution in question. The continuous phase of the colloidal solution is a newtonian liquid for which the Navier-Stokes equation holds. We assume that the colloidal particles are very small, thus their moment of inertia may be neglected and the non-linear terms in the Navier-Stokes equation may be omitted. Based on this assumption we may say that the medium flowing around the particle does not exert any torque on the particle. However, this is only possible for a given rotation rate of the particle. The direction of the particle is denoted by $n$ and the velocity field far from the particle should be

$$v = \nabla v \cdot r = (\dot{d} + \omega)r.$$ \hspace{1cm} (8.98)

As the non-linear terms are neglected in the equations describing the motion, the time derivative of vector $n$ characterizing orientation is a homogeneous linear function of $\nabla v$ if we disregard Brownian motion:

$$\frac{dn}{dt} = T \, \nabla v,$$ \hspace{1cm} (8.99)

where $T$ is a third-order tensor characteristic of the shape and orientation of the particle.

Upon writing equation (8.99) for the components:

$$\frac{dn_i}{dt} = T_{ijk} v_{j,k},$$ \hspace{1cm} (8.100)

we can determine tensor $T$. For this, let us define a cartesian coordinate system whose third axis coincides with the direction of $n$. As the size of $n$ is uninteresting, we take it for unity, from which it follows that in our coordinate system

$$\frac{dn_3}{dt} = 0,$$ \hspace{1cm} i.e. \hspace{0.5cm} $T_{3jk} = 0.$ \hspace{1cm} (8.101)

We assumed that the particle is of cylindrical symmetry; therefore, it has a symmetry plane perpendicular to axes $x_1$ and $x_2$ (among the non-zero components of $T$ cannot be involved an odd number of elements with subscripts 1 and 2). Thus the non-zero components of $T$ are $T_{113}, T_{131}, T_{223}$ and $T_{232}$. As axes 1 and 2 are equivalent due to the cylindrical symmetry, correlations

$$T_{113} = T_{223}, \quad T_{131} = T_{232}$$ \hspace{1cm} (8.102)
hold, which lead to
\[ \frac{dn_1}{dt} = T_{113}v_{1,3} + T_{131}v_{3,1}, \]
\[ \frac{dn_2}{dt} = T_{113}v_{2,3} + T_{131}v_{3,2}. \]

Rearranging the equations and introducing notations
\[ a = T_{113} + T_{131}, \quad b = T_{113} - T_{131}, \]
we obtain
\[ \frac{dn_1}{dt} = ad_{31} + b\omega_{31}, \quad \frac{dn_2}{dt} = ad_{23} + b\omega_{32}, \quad \frac{dn_3}{dt} = 0, \]
the concise, invariant form of which is:
\[ \frac{dn}{dt} = a(\delta - n \circ n)\ddot{n} + b\omega n \]
by which form we dispose of the particular coordinate system.

Let us now define an arbitrary orientation vector \( r' \) of a constant size:
\[ r' = \lambda n, \]
where \( \lambda \) is an arbitrary constant. On rearranging equation (8.106), we arrive at
\[ \frac{dr'}{dt} = a \left( \delta - \frac{r' \circ r'}{r'^2} \right) \dot{r}' + b\omega r'. \]

If the medium rotates like a rigid body, i.e. \( \ddot{d} = 0 \), then, obviously, the orientation vector also rotates with the same angular velocity; thus \( b = 1 \), with which the final form of equation (8.99) becomes
\[ \frac{dr'}{dt} = a \left( \delta - \frac{r' \circ r'}{r'^2} \right) \dot{r}' + \omega r'. \]
Thus the vector describing the orientation of the particles floats with this rate. It may be noted that the value of \( a \) can be determined by the solution of the Navier-Stokes equations and that Jeffery [81] has solved them for particles with the shape of rotational ellipsoids.

The description of the evolution of the distribution function needs the additional term
\[ J_v = \int f \frac{dr'}{dt} \]
to give account on the drift on the surface of the sphere. Taking also this into account, instead of equation (8.96) the following expression is obtained:
\[ \frac{\partial f}{\partial t} = \text{div} \left[ Dr^2 \text{grad} f - a f \left( \delta - \frac{r \circ r}{r^2} \right) \dot{r} - f\omega r \right] \]
8.4. THERMAL MOTION OF RIGID COLLOIDAL PARTICLES.

Let us now replace \( f \) by function \( \varphi \) defined in equation (8.93), then

\[
\frac{\partial \varphi}{\partial t} = \text{div} \left[ Dr^2 \text{grad} \varphi - a(1 + \varphi) \left( \delta - \frac{\mathbf{r} \circ \mathbf{r}}{r^2} \right) \mathbf{d}r - \varphi \mathbf{\omega}r \right]
\]  

(8.112)

Since \( \varphi \) is usually small and its integral with respect to the surface of the sphere is zero, we define it as a series with respect to spherical functions and stop at the first term:

\[
\varphi = \frac{1}{2r^2} r \Xi r,
\]

(8.113)

where \( \Xi \) is a second-order tensor of zero trace. Upon substituting this into the differential equation, we arrive at

\[
\frac{1}{2r^2} r \dot{\Xi} r = -3D \frac{1}{r^2} (r \Xi r) + 3a \frac{r \dot{d}r}{r^2} + 5a \frac{r \Xi r}{2r^4} (r \Xi r) (r \mathbf{d}r) - a \frac{r \Xi \mathbf{\omega}r}{r^2} - \frac{1}{r^2} r \Xi \mathbf{\omega}r.
\]

(8.114)

As we took the first non-zero term of the series expanded with respect to spherical functions, we omit from the third term (on the right side) the part belonging to the omitted terms. Then we take the equation for tensor \( \Xi \) on the basis of the quadratic forms of coordinates \( r \) at both the left and right sides:

\[
\dot{\Xi} = -6D \Xi + 6a \dot{d} + \frac{3a}{7} \left[ \Xi \dot{d} + \dot{d} \Xi - \frac{2}{3} (\Xi : \dot{d}) \delta \right] - \Xi \mathbf{\omega} + \omega \Xi.
\]

(8.115)

On collecting terms containing \( \omega \) on the left side and introducing the objective time derivative of \( \Xi \), we obtain

\[
\dot{\Xi} = 6a \dot{d} - 6D \Xi + \frac{3a}{7} \left[ \Xi \dot{d} + \dot{d} \Xi - \frac{2}{3} (\Xi : \dot{d}) \delta \right].
\]

(8.116)

This equation corresponds to equation (6.105) which may readily be understood if we introduce (instead of \( \Xi \)) variable \( \alpha \) proportional to \( \Xi \). As a matter of fact, if we calculate the surface integral in the expression (8.95) of entropy by utilizing also equation (8.113)

\[
\frac{1}{r^2} \oint \varphi^2 dA = \frac{1}{4r^6} \oint (r \Xi r)^2 dA = \frac{2\pi}{15} \Xi : \Xi
\]

we may write that

\[
s = s_0(u) - \frac{kN}{30} \Xi : \Xi.
\]

(8.117)

On comparing this expression with equation (6.1) and (6.9), we obtain

\[
\xi = \sqrt{\frac{kN}{15}} \Xi, \quad \alpha = \sqrt{\frac{\rho T kN}{15}} \Xi
\]

(8.118)

whose substitution into equation (8.116) leads to

\[
\dot{\alpha} = 6a \sqrt{\frac{\rho T kN}{15}} \dot{d} - 6D \alpha + \frac{3a}{7} \left[ \alpha \dot{d} + \dot{d} \alpha - \frac{2}{3} (\alpha : \dot{d}) \delta \right].
\]

(8.119)
If we restrict ourselves to small values of \( \ddot{d} \), the last terms on the right side may be neglected; however, in this approximation we arrive again at the equations of the linear theory.

It should be noted that the equations derived are valid primarily for small concentrations. A usable correlation for higher concentrations may be obtained by applying the considerations of Boucher.

Before finishing our analysis, it is important to note that equation (8.119) derived by microscopic considerations is perfectly identical with equation (6.105) obtained by using phenomenological thermodynamics. For coefficients \( \mathcal{H}_{12}' \) and \( \mathcal{H}_{22}' \) introduced there, we obtain correlations

\[
\mathcal{H}_{12}' = -\frac{3a}{14}, \quad \mathcal{H}_{22}' = 0.
\]

This agreement is partly reassuring, but calls attention partly to the fact that the partial validity of equation (8.119) does not prove that the fluid contains rigid particles of cylindrical symmetry since it has not been assumed in the phenomenological derivation of equation (6.105); hence, other microscopic models may lead to the same result. Thus, for example measured data remaining within the range of validity of linear equations cannot decide whether the colloidal particles are elastic spheres or rigid ellipsoids, since in section 8.2. we have obtained similar results. However, the hypothesis applied for microscopic structure is supported by the numerical agreement of coefficients with data calculated from measurements concerning other physical phenomena. Nevertheless, care should also be taken here, as the properties of spherical functions used in the approximation are always the same, independently of the microscopic model and the physical phenomenon discussed. In what follows, the motion of chain molecules will also be studied by applying spherical functions.

8.5. Viscosity of polymers.

This part shows that the Rouse-Bueche theory [16,140] of liquids containing chain molecules, (i.e., polymer solutions and melts) is in perfect accordance with the results of non-equilibrium thermodynamics [33, 83, 106, 107]. First, the statistical theory of liquids containing chain molecules will be summarized briefly; then the Rouse-Bueche theory will be demonstrated in a slightly generalized form. As a first step, the equilibrium configurations of chain molecules will be dealt with.

8.5.1. Equilibrium configuration of chain molecules. The simplest model of chain molecules is the so-called free chain model. According to this model, the polymer molecule consists of connected segments of uniform length which can rotate freely. The molecule will be characterized by a vector pointing from one of its ends to the other, and we assume that the segments of the molecule are randomly arranged. Vector \( \mathbf{a} \) determining the orientation of individual segments is a random variable whose distribution function is uniform on the surface of a sphere with the radius \( a \). Vector \( \mathbf{r} \) drawn from one end to the other is the sum of vectors \( \mathbf{a} \) characterizing the segments in the chain. It is also a random variable. Supposing that the polymer molecule consists of numerous segments, the central limit theorem of probability calculus can be applied, and we may say that the vector connecting
the two ends is of normal distribution. As the distribution is three-dimensional, we have to know the variance tensor and the mean value to determine it. The latter quantities can be calculated from the mean value of vectors \( \mathbf{a} \) of individual segments and their variances by the well-known correlations

\[
\mathbf{M}(\mathbf{r}) = N \mathbf{M}(\mathbf{a}), \quad \sigma^2(\mathbf{r}) = N \sigma^2(\mathbf{a})
\] (8.121)

where \( \mathbf{M} \) is the mean value, \( \sigma^2 \) the variance tensor, and \( N \) the number of segments in the chain.

Quantities characteristic for individual segments are defined by the following equations of probability calculus:

\[
\mathbf{M}(\mathbf{a}) = \oint \frac{\mathbf{r}}{4\pi a^2} dA \quad (8.122)
\]

\[
\sigma^2(\mathbf{a}) = \oint \frac{[\mathbf{r} - \mathbf{M}(\mathbf{a})] \circ [\mathbf{r} - \mathbf{M}(\mathbf{a})]}{4\pi a^2} dA \quad (8.123)
\]

where integration should be carried out on the whole surface of the sphere with radius \( a \).

The spherical integrals are easy to calculate by taking into account that the elements of a spherical surface are perpendicular to the radius belonging to them; thus,

\[
\mathbf{r} dA = a d\mathbf{A}, \quad a d\mathbf{A} = \mathbf{r} d\mathbf{A}
\] (8.124)

hold. By using these correlations, surface integrals can be transformed into volume integrals:

\[
\mathbf{M}(\mathbf{a}) = \frac{1}{4\pi a^2} \oint \mathbf{r} d\mathbf{A} = \frac{1}{4\pi a^2} \oint a d\mathbf{A} = \frac{1}{4\pi a} \oint d\mathbf{A} = 0
\] (8.125)

and

\[
\sigma^2(\mathbf{a}) = \frac{1}{4\pi a^2} \oint r \circ r d\mathbf{A} = \frac{1}{4\pi a} \oint r \circ d\mathbf{A} = \frac{1}{4\pi a} \int (r \circ \nabla) dV = \frac{1}{4\pi a} \delta \int dV = \frac{1}{4\pi a} \delta \frac{4\pi a^3}{3} = \frac{a^2}{3} \delta.
\] (8.126)

On substituting these into equation (8.121) we obtain:

\[
\mathbf{M}(\mathbf{r}) = 0, \quad \sigma^2(\mathbf{r}) = \frac{Na^2}{3} \delta.
\] (8.127)

The distribution density function of the end-to-end vector can be written as

\[
f(\mathbf{r}) = C \exp \left( -\frac{3r^2}{2Na^2} \right)
\] (8.128)

where the value of normalization factor \( C \) is:

\[
C = \frac{1}{a^3} \left( \frac{3}{2\pi N} \right)^{3/2}.
\] (8.129)

Notice that the distribution function obtained is very similar to the Boltzmann distribution of a harmonic oscillator with thermal motion, since its distribution density is
\[ f = C \exp \left( -\frac{U}{kT} \right) = C \exp \left( -\frac{rKr}{2kT} \right), \] (8.130)

where \( K \) is the tensor characteristic for the quasi-elastic field, 
\( k \) the Boltzmann constant, and 
\( T \) the temperature.

This means that the vector connecting the ends of an \( N \)-member free chain behaves similarly to the position vector of a harmonic oscillator if correlation

\[ K = kT \sigma^{-2}(r) \] (8.131)

holds.

The analogy is, as usual, not perfect, since the entropy of harmonic oscillators can be calculated from distribution function (8.130) on the basis of equation

\[ s = -k \int f \ln f \, dV \] (8.132)

while for free chains it must also be considered that to the same end-to-end vector different configurations may belong which influence significantly the entropy. The entropy of the chain is derived as follows.

Let us determine first the distribution of vector \( a \) characteristic for the position of segments by assuming that the value of the vector connecting chain ends is \( R \).

We suppose that the distribution functions of individual segments are identical and calculate conditional entropies and then summarize them according to

\[ S = N \int s(a|R) f(R) \, dV + S(R). \] (8.133)

Since on the basis of the independence of the positions of individual segments, we may say that the conditional distribution density of vector \( a \) depends only on \( R/N \); thus, we may write

\[ f(a|R) = f \left( a, \frac{R}{N} \right), \] (8.134)

which, for small values of \( R/N \) and also considering the isotropy of space, takes the form

\[ f(a|R) = \frac{1}{4\pi a^2} \left( 1 + \frac{R}{N} a \right) \] (8.135)

These equations are strictly valid only for small \( R/N \); values, but on using equation (8.133), it is sufficient since large \( R/N \) is highly improbable according to equation (8.128). For determining \( \lambda \), we may start from

\[ M(a|R) = \frac{R}{N}, \] (8.136)

whose comparison with equation (8.135) leads to correlation

\[ \frac{R}{N} = \frac{1}{4\pi a^2} \int r \left( 1 + \frac{\lambda R}{N} r \right) \, dA = \frac{1}{4\pi a} \int \left( 1 + \frac{\lambda R}{N} r \right) \, dA = \frac{1}{4\pi a} \int \frac{\lambda R}{N} \, dV = \frac{\lambda}{4\pi a} \frac{R}{N} \frac{4\pi a^3}{3} \] (8.137)
from which
\[ \lambda = \frac{3}{a^2}. \] (8.138)

Thus, the density function of conditional distribution sought is
\[ f(a|R) = \frac{1}{4\pi a^2} \left( 1 + \frac{3}{N a^2} R r \right). \] (8.139)

Conditional entropy can be calculated from the equation
\[ s(a|R) = -k \oint f(a|R) \ln f(a|R) dA. \] (8.140)

However, let us also take into consideration that due to the small value of \( R/N \),
the density function of conditional distribution differs only slightly from uniform
distribution. Based on this, we may write that
\[ f(a|R) = f_0(1 + f^*), \] (8.141)

where
\[ f_0 = \frac{1}{4\pi a^2} \quad \text{and} \quad f^* = \frac{3}{N a^2} R r \] (8.142)

On utilizing this, instead of equation (8.140), we may write

\[ s(a|R) = -k \oint f_0(1 + f^*) \ln f_0 + f^*(f_0 \ln f_0 + 1) + \frac{f^{*2}}{2} f_0 dA = \]
\[ = s(a) - k \frac{1}{8\pi a^2} \oint \left( \frac{3}{N a^2} R r \right)^2 dA = \]
\[ = s(a) - \frac{9k}{8\pi N^2 a^5} \oint (R r) R dA = s(a) - \frac{9k}{8\pi N^2 a^5} \int R^2 dV = \]
\[ = s(a) - \frac{9k R^2}{8\pi N^2 a^5} - \frac{4\pi a^3}{3} = s(a) - \frac{3k}{2} \left( \frac{R}{N a} \right)^2, \] (8.143)

where \( s(a) \) is the entropy of uniform distribution. In the calculations it has been
taken into account that \( f^* \) is small; therefore, on expanding the integrand with
respect to powers of \( f^* \), we may stop at the quadratic term. The entropy of the
whole chain is obtained from equation (8.133) as
\[ S = N s(a) - \frac{3k}{2N a^2} \int R^2 f(R) dV - k \int f(R) \ln f(R) dV. \] (8.144)

This expression is usable also if the distribution of the vector connecting chain ends
has a non-equilibrium distribution but the distribution of individual segments is of
an equilibrium type. This is an obvious contradiction which will be resolved later.
We will now examine how our results are influenced by interactions between the segments. We keep further to our assumption that the vector connecting chain ends has a normal distribution. This is not a strong restriction since random variables consisting of the sum of many variables with the same distribution may be approximated in a wide range by a normal distribution. The expected value of the end-to-end vector is zero owing to the isotropy of space. The statement that the variance tensor is approximately proportional to chain length is also true in the case of interactions. We also assume that the individual segments are distributed uniformly, but now they are not independent of each other. Since their expected value is zero, the variance tensor is

\[ \sigma^2(r) = \sum_{i,k} M(a_i \circ a_k), \]  

(8.145)

where \( i \) and \( k \) denote the serial number of individual segments and summation is done over all segments. If we now assume, for simplicity, that only the distributions of neighboring segments are interrelated but those of farther ones are not, we may write

\[ \sigma^2(r) = \sum_i M(a_i \circ a_{i-1} + a_i \circ a_i + a_i \circ a_{i+1}). \]  

(8.145a)

Since the variance tensors of individual variables \( a_i \) are identical, we obtain

\[ \sigma^2(r) = N \frac{a^2}{3} \delta + 2(N - 1) \frac{a^2}{3} \delta \mathbb{R} = N \frac{a^2}{3} \left( 1 + \frac{2(N - 1)}{N} \mathbb{R} \right) \delta, \]  

(8.146)

where \( \mathbb{R} \) is the correlation coefficient of the distributions of neighboring segments. For large \( N \), \( 1/N \) is negligible; thus

\[ \sigma^2(r) = N \frac{a^2}{3} (1 + 2 \mathbb{R}) \delta \]  

(8.147)

is obtained in which the value of \( \mathbb{R} \) depends on the nature of interactions and the temperature, as well.

Finally, we mention that if we wish consider the interactions between more remote segments as well, further terms should be included in equation (8.145); but this modifies only the meaning of \( \mathbb{R} \) in equation (8.147). This problem will not be dealt with further. On the other hand, it is also remarkable that when writing conditional distribution function (8.135), we did not utilize the independence of the distributions for individual segments; hence our equations derived for entropy may also be used if interactions are considered.

8.5.2. Motion of chain molecules. When describing the motion of long chain molecules we start from the assumption that expression (8.143) of conditional entropy is applicable also when the liquid containing chain molecules is not in equilibrium and, thus, the distribution of end-to-end vector differs from that given by equation (8.128). This, as was mentioned earlier, is a contradiction, but it does not lead to erroneous results. This assumption is made on the basis of the fact that the shorter the polymer chain is, the sooner it assumes an equilibrium configuration.
Thus we are justified in supposing that the distribution of individual segments inside a short part of the chain correspond to that described by equation (8.139), although the distribution of the end-to-end vector is far from equilibrium. The contradiction may be resolved in the following way. The long polymer chain is divided into shorter sections so that individual parts should satisfy equation (8.128). The individual sections are substituted by harmonic oscillators with parameters given by equation (8.131) whose entropy is calculated by equation (8.144). The problem of coupled oscillators can be treated easily. It will be useful in later quantitative discussions if we compare the equation of conditional entropy (8.143) with the characteristics of the quasi-elastic field based on equations (8.131) and (8.147). The conditional entropy for the whole chain is determined on the basis of equation (8.143)

$$S = S_0 - \frac{3k}{2Na^2}r^2$$  

where instead of $R$ we use notation $r$. Considering equations (8.127) and (8.131), we may write that

$$S = S_0 - \frac{3k}{2Na^2} r \sigma^{-2} r = S_0 - \frac{1}{T} \frac{r K r}{2} = S_0 - \frac{1}{T} U^*,$$  

where $U^*$ is the potential energy of the substituting quasi-elastic field.

For quantitative discussion, let us divide the long chain containing $N$ segments into $M$ identical sections. The individual sections should be short enough for equations derived for conditional entropy to be valid to a good approximation, but long enough for the distribution of the vector connecting chain ends to be approximated by a normal distribution which is necessary for equation (8.131) to be applicable. For long enough chain molecules, these two conditions can be satisfied simultaneously.

In this case, the chain molecule may be replaced by a point system consisting of $M + 1$ particles in which subsequent points are coupled by quasi-elastic forces. The force acting on the $j$-th point mass is given by correlation

$$F_j = K(r_{j+1} + r_{j-1} - 2r_j)$$  

where $K$ is according to our earlier hypotheses and equations (8.131) and (8.147)

$$K = \frac{3kTM}{Na^2(1 + 2R)}.$$

Notice that equation (8.150) does not hold for particles at the ends of the chain. Those relationships will not be examined here, but rather approached in a different way later.

Let us first investigate classical mechanical motions determined by forces (8.150). Equations of motion for individual particles are:

$$m\ddot{r}_j = K(r_{j+1} + r_{j-1} - 2r_j).$$  

(8.152)
Their solution will be sought in the form
\[ r_j = A \exp[i(j\delta - \omega t)]. \]  
(8.153)

On substituting the trial function into the differential equation we obtain
\[-m\omega^2 r_j = \kappa r_j(e^{i\delta} + e^{-i\delta} - 2), \]  
(8.154)
from which
\[ m\omega^2 = 2\kappa(1 - \cos \delta) = 4\kappa \sin^2 \frac{\delta}{2} \]  
(8.155)
results. This means that the differential equation system (8.152) is satisfied by all functions in the form of equation (8.153) whose parameters \( \omega \) and \( \delta \) satisfy equality (8.155). Since \( n \) is an integer, we may say that the value of \( \delta \) falls between \( -\pi \) and \( \pi \). Let us now notice the analogy between functions of the form given by equation (8.153) and traveling waves. Waves determined by \( +\delta \) and \( -\delta \) differ from each other only in the direction of propagation; but in solutions representing standing waves the two occur together. Thus in searching for standing waves, we may state that \( \delta \) is positive. The analogy with waves also helps overcome the difficulty that the force for the chain ends has not been determined. If the chain end is free — this corresponds to the chemical freedom of chain ends, as well — the standing wave has here an antinode if the chain end is closed — e.g., if it is chemically bonded to a loose network — a node can be observed. The two cases should be distinguished.

In the case when the two ends of the chain are both free or bonded, the whole chain length is an integral multiple of the half wavelength, i.e.
\[ M\delta = n\pi, \]  
(8.156)
whence
\[ \delta = n \frac{\pi}{M}. \]  
(8.157)
Thus in the case of bonded chain ends for \( \delta, M - 1 \) different possible values are obtained. This means \( 2(M - 1) \) linearly independent particular solutions if we consider also the independence of \( \sin \omega t \) and \( \cos \omega t \), which makes a complete solution system since the two ends do not move. In the case of free chain ends, \( n = M \) is also allowed; thus \( 2M \) particular solutions exist to which two further particular solutions are added by uniform translation.

The situation is somewhat different if one chain end is free and the other one is bonded. Then the length of the whole chain is an odd multiple of the quarter of the wavelength, i.e.
\[ M\delta = (2n + 1)\frac{\pi}{2}, \]  
(8.158)
from which
\[ \delta = \frac{2n + 1}{2M}\pi \]  
(8.159)
follows. Thus \( (M - 1) \) possible values can be assigned to \( \delta \) which makes also a complete set of solutions. Let us notice that the number of degrees of freedom for
the oscillator chain is identical with those of the polymer chain if \( N = M \). Further on, \( M \) will be chosen correspondingly.

Let us now rewrite solution (8.153) into form
\[
\mathbf{r}_j = \mathbf{A}(t)e^{ij\delta}.
\]  

Then function \( A(t) \) is defined by differential equation
\[
m\ddot{A} = KA(e^{i\delta} + e^{-i\delta} - 2) = -4K\sin^2\frac{\delta}{2}A
\]  
on the basis of equation (8.152). The solutions of this equation are well known; it is shown here only for proving that the motion of the whole chain may be really substituted by a system of independent harmonic oscillators, for which the law
\[
\mathbf{F}_n = -4K\sin^2\frac{\delta_n}{2}\mathbf{A}_n
\]  
holds. To these, potential energy can be ascribed by the following equation
\[
U^*_n = 2K\sin^2\frac{\delta_n}{2}\mathbf{A}_n^2 = \frac{1}{2}K_n\mathbf{A}_n^2.
\]

Since there is no coupling between the oscillators, their thermal motions can be treated individually. Before starting with this, we want to show that the oscillators describing the motion of chain molecules in a flowing medium are floated along.

In order to prove this, force laws (8.152) are supplemented by the linear law of the resistance of the medium by assuming that flow rate is a homogeneous linear function of position vector:
\[
m\dddot{r}_j = K(\mathbf{r}_{j+1} + \mathbf{r}_{j-1} - 2\mathbf{r}_j) + \beta[(\ddot{d} + \omega)\mathbf{r}_j - \dot{r}_j].
\]  

If we seek the solution in the form of equation (8.160), then for function \( \mathbf{A}(t) \) equation
\[
m\dddot{A} = -4K\sin^2\frac{\delta}{2}A + \beta[(\ddot{d} + \omega)\mathbf{A} - \dot{A}]
\]  
is obtained which proves our previous statement.

Let us now proceed to the study of the thermal motion of individual oscillators by assuming that the chain molecule is in the flow field. If neither the quasi-elastic force acts on the moving point nor does the flow carry it along, then the density function of probability distribution describing its position in space would satisfy the law of diffusion, i.e., equation
\[
\dot{f} = D\Delta f
\]

would be valid. This equation may be split in the usual way:
\[
\dot{f} + \text{div} \mathbf{J} = 0, \quad \mathbf{J} = -D \text{grad} f.
\]
If we consider the quasi-elastic force for current in addition to thermal motion, expression

\[ J = -D \text{grad} f - \frac{D}{kT} f \text{grad} U^* \]  

(8.168)

should hold, as only this can ensure that a Boltzmann distribution would belong to the stationary case. If we take also the effect of flow into account, correlation

\[ J = -D \text{grad} f - \frac{D}{kT} f \text{grad} U^* + f(\mathbf{\dot{d}} + \mathbf{\omega})r \]  

(8.169)

is obtained, assuming that the individual forces exert their influence independently of thermal motion. For simplifying calculations, the position vector of oscillators will be denoted by \( \mathbf{r} \) instead of \( \mathbf{A}_n \), since no different \( \mathbf{A}_n \)-s will be needed simultaneously in the calculation.

Since \( f \) is a density function, it satisfies the partial differential equation

\[ \dot{f} = D \Delta f + \frac{D}{kT} \text{div}(f \text{grad} U^*_n) - \text{div}[f(\mathbf{\dot{d}} + \mathbf{\omega})r]. \]  

(8.170)

Seeking the solution in form

\[ f = C \exp\left(-\frac{U^*}{kT}\right) (1 + \varphi) = f_0 (1 + \varphi), \]  

(8.171)

we obtain

\[ f_0 \varphi = f_0 D \Delta \varphi - f_0 \frac{D K_n}{kT} \mathbf{r} \text{grad} \varphi - f_0 \frac{K_n}{kT} \mathbf{r} \mathbf{d} \mathbf{r} - f_0 \text{grad} \varphi \mathbf{\omega} \mathbf{r} - f_0 \text{grad} \varphi \mathbf{d} \mathbf{r} + f_0 \frac{K_n}{kT} \mathbf{r} \varphi \mathbf{d} \mathbf{r}. \]  

(8.172)

If \( \mathbf{\dot{d}} = 0 \), \( f_0 \) satisfies the equation, i.e. \( \varphi = 0 \). It is correct to assume that for small \( \mathbf{\dot{d}} \), \( \varphi \) is also small; thus as a first approximation, the last two terms on the right side may be omitted as small quantities of higher order. By dividing both sides of the equation by \( f_0 \) and rearranging it slightly, we arrive at

\[ \dot{\varphi} + \text{grad} \varphi \mathbf{\omega} \mathbf{r} = D \Delta \varphi - \frac{D K_n}{kT} \mathbf{r} \text{grad} \varphi - \frac{K_n}{kT} \mathbf{r} \mathbf{d} \mathbf{r}, \]  

(8.173)

whose solution is sought in form

\[ \varphi = \mathbf{r} \Xi \mathbf{r} \]  

(8.174)

and then we obtain

\[ \mathbf{r} \dot{\Xi} \mathbf{r} + 2(\Xi \mathbf{r})(\mathbf{\omega} \mathbf{r}) = 2Dtr \Xi - \frac{2D K_n}{kT} \mathbf{r} \Xi \mathbf{r} - \frac{K_n}{kT} \mathbf{r} \mathbf{d} \mathbf{r}. \]  

(8.175)

Both sides of the equation are quadratic polynomials of space coordinates. Based on the identity of coefficients, it is seen that our trial function satisfies the differential equation if and only if

\[ tr \Xi = 0 \]  

(8.176)
and

\[ \dot{\Xi} + \Xi \dot{\omega} - \omega \Xi = \ddot{\Xi} = -\frac{2DK_n}{kT} \Xi - \frac{K_n}{kT} \ddot{d} \]  
(8.177)

conditions are fulfilled. Hence equations for individual oscillators are the following:

\[ \ddot{\Xi}_n = -\frac{2DK_n}{kT} \Xi_n - \frac{K_n}{kT} \ddot{d}. \]
(8.178)

\(\Xi\)-s together determine the shape of the chain molecule in the statistical sense; thus, \(\Xi\)-s are dynamic state variables.

In order to arrive at state parameters \(\xi\) and \(\alpha\) used in our thermodynamic considerations, we should determine the dependence of the entropy of chain molecules on \(\Xi\)-s. Since the distributions of individual oscillators are independent, their entropy can be determined separately and their sum is the entropy of the macromolecule. If we, for simplicity, consider only chains consisting of segments without interaction, calculations may be carried out similarly to those in equation (8.144). The conditional entropy of the oscillator is proportional to potential energy as shown in equation (8.149) and to the mean value of which tensor \(\Xi\) satisfying equation (8.176) does not contribute, as the surface integral of spherical function \(\varphi\) given by equation (8.174) is zero. Therefore, for entropy, we have

\[ s_{osc} = -k \int f_0 (1 + \varphi) [\ln f_0 + \ln(1 + \varphi)] dV = \]

\[ = -k \int f_0 \ln f_0 dV - \frac{k}{2} \int f_0 \varphi^2 dV = s_{0osc} - \frac{k}{2} \int_0^\infty f_0 \int (r \Xi r)^2 dA dr = \]

\[ = s_{0osc} - \frac{k}{2} \int_0^\infty f_0 \frac{8\pi}{15} r^6 \Xi : \Xi dr = s_{0osc} - k \left( \frac{kT}{K} \right)^2 \Xi : \Xi. \]  
(8.179)

In this, we utilized the spherical function nature of \(\varphi\) and also that \(\varphi\) is small, thus, on expanding \(\ln(1 + \varphi)\) into a series we stopped at the quadratic term. Thus, the entropy of the whole chain is given by

\[ S = S_0 - k \sum_n \left( \frac{kT}{K_n} \right)^2 \Xi_n : \Xi_n. \]  
(8.180)

Let now \(L\) denote the number of polymer chains in unit volume. The specific entropy is

\[ s = s_0 - \frac{kL}{\varrho} \sum_n \left( \frac{kT}{K_n} \right)^2 \Xi_n : \Xi_n. \]  
(8.181)

On comparing this expression with the general form of entropy given by equation (4.65), the connection between parameters \(\xi_n\) and \(\Xi_n\) can readily be seen:

\[ \xi_n = \sqrt{\frac{2kL}{\varrho} \frac{kT}{K_n} \Xi_n}. \]  
(8.182)
It is also easy to turn to variables
\[ \alpha_n = \sqrt{\beta T} \xi_n = \sqrt{2kT/L} \frac{kT}{K_n} \Xi_n, \]  
for which the equation can be obtained from equation (8.178):
\[ \dot{\alpha}_n = -\frac{2DK_n}{kT} \alpha_n - \sqrt{2kT/L} \ddot{\alpha}. \] 

It is important to note that these equations are perfectly identical with those obtained by thermodynamic considerations (equations (6.144)). Stress equations for shear flow are obtained in the complex form on the basis of equation (6.151) and in the real form based on equation (6.152).

Let us now calculate complex shear stress for straight chain polymer molecules as an example. On comparing equations (6.144) and (8.184), we obtain the coefficients of Onsager’s linear laws
\[ L_0 = \sqrt{2kT/L}, \quad L_j = \frac{2DK_j}{kT} \quad (j=1, 2, \ldots, N) \]  
whose substitution into equation (6.151) gives
\[ t^v = \frac{L_{00}}{2} \kappa + \frac{1}{2} \sum_j \frac{2kTL\kappa}{L_j + i\kappa}. \] 

For shortening the symbols, we introduce quantities:
\[ \tau_j = \frac{1}{L_j}, \quad \eta_\infty = \frac{L_{00}}{2} \]  
we may write that
\[ t^v = \eta_\infty \kappa + kTL \sum_j \frac{\tau_j \kappa}{1 + i\kappa \tau_j}. \] 

For examining quantities \( \tau_j \) more thoroughly, let us compare equation (8.187) with equations (8.151), (8.162) and (8.157) by considering that \( M = N \):
\[ \tau_j = \frac{a^2(1 + 2R)}{24D \sin^2 \frac{j\pi}{2N}}. \] 

If the number of segments (i.e., \( N \)) is large, relaxation times, \( \tau_j \), rapidly decrease for small \( j \)-s with increasing \( j \); hence their role becomes smaller and smaller. For small \( j \)-s, instead of equation (8.189) approximate expression
\[ \tau_j = \frac{a^2 N^2(1 + 2R)}{6D \pi^2 j^2} = \frac{\tau_1}{j^2} \]  
is used. For large \( j \)-s the role of individual degrees of freedom becomes smaller and smaller. After comparing equations (8.189) and (8.190) it is seen that summation
may be extended up to infinity without making a significant error. Proceeding this way, we obtain

\[ t^v = \eta_\infty \kappa + kTL \sum_{j=1}^{\infty} \frac{\tau_1^j \kappa}{j^2 + iK\tau_1}, \]  

(8.191)

where the infinite series has the interesting feature that the sum can be given in closed form based on the partial fraction expansion of the complex function \( \cot(z) \):

\[ t^v = \eta_\infty \kappa + \frac{1}{2} kTLi \left[ 1 - \frac{1}{\pi} \frac{1 + i}{2} \sqrt{2K\tau_1} \cot \left( \frac{\pi}{2} \frac{1 + i}{\sqrt{2K\tau_1}} \right) \right]. \]  

(8.192)

On separating real and imaginary parts, for shear stress, we obtain

\[ \tau = \eta_\infty \kappa + \frac{1}{4} kTL\pi \sqrt{2K\tau_1} \frac{\sin \pi \sqrt{2K\tau_1} - \sin \pi \sqrt{2K\tau_1}}{\cosh \pi \sqrt{2K\tau_1} - \cos \pi \sqrt{2K\tau_1}}, \]  

(8.193)

whereas for normal stress,

\[ \sigma_1 = -\sigma_2 = kTL \left\{ \frac{1}{2} - \frac{\pi \sqrt{2K\tau_1}}{4} \frac{\sin \pi \sqrt{2K\tau_1} + \sin \pi \sqrt{2K\tau_1}}{\cosh \pi \sqrt{2K\tau_1} - \cos \pi \sqrt{2K\tau_1}} \right\}, \]  

(8.194)

results.

**8.5.3. Chemical relaxations in loose networks.** When studying the chemical relaxations in loose networks, we assume that the medium consists of long chain molecules whose ends are fixed to the network by chemical bonds. These bonds are assumed to be in chemical equilibrium: i.e., from time to time the chain ends are set free. The thermal motion of free chain ends is supposed to be fast as compared to other processes; correspondingly, the vector connecting free chain ends has a normal distribution and its density function is

\[ f_0 = \frac{1}{(2\pi)^{3/2}\sigma^3} \exp \left( -\frac{r^2}{2\sigma^2} \right), \]  

(8.195)

where, according to equation (8.147),

\[ \sigma^2 = Na^3/(1 + 2R). \]  

(8.196)

The chains fixed to the network are carried along by the motion of the medium together with the network. Let the distribution density function of vector \( \mathbf{r} \) connecting the fixed or just liberated chain ends be denoted by \( f_1(\mathbf{r}) \), that of bonded ends by \( f_1(\mathbf{r}) \) and the probability of a given chain being just bound by \( p \).

The time course of function \( f_1(\mathbf{r}) \) can be described by an equation analogous to equation (8.170) but it contains also a term characterizing chemical reaction:

\[ \frac{\partial}{\partial t} (f_1pL) = -\text{div}[f_1pL(\tilde{\mathbf{d}} + \omega)\mathbf{r}] - k^* f_1pL + k^{**}(1 - p)Lf_0, \]  

(8.197)
where $L$ is the number of chains in a unit volume. The first term on the right side describes the phenomenon that flow carries along the bonded chain ends, the second term accounts for the effect of bond cleavage on chain ends, whereas the third term characterizes the process of chemical bonding of free chain ends to the network. Chemical reactions are assumed to be reversible and of first order, $k^*$ is the reaction rate constant of the liberation of chain ends, and $k^{**}$ is that of the opposite reaction. Corresponding to chemical equilibrium, it holds that

$$k^*pL - k^{**}(1 - p)L = 0 \quad (8.198)$$

whose utilization for simplifying equation (8.197) leads to

$$\frac{\partial f_1}{\partial t} = -\text{div}[f_1(\ddot{d} + \omega)r] - k^*(f_1 - f_0) \quad (8.199)$$

In order to determine function $f_1$ let us start from

$$f_1 = f_0(1 + \varphi) \quad (8.200)$$

whose substitution into the differential equation results in

$$f_0 \frac{\partial \varphi}{\partial t} = f_0 \sigma^{-2}r\ddot{d}r + f_0 \sigma^{-2}\varphi r\ddot{d}r - f_0 \nabla \varphi \ddot{d}r - f_0 \nabla \varphi \omega r - k^* f_0 \varphi. \quad (8.201)$$

If we restrict our study to small $\ddot{d}$ values by neglecting the second and third terms on the right side, we obtain

$$\frac{\partial \varphi}{\partial t} = \sigma^{-2}r\ddot{d}r - \nabla \varphi \omega r - k^* \varphi. \quad (8.202)$$

Let us now seek function $\varphi$ in the form of a homogeneous quadratic order polynomial:

$$\varphi = r\Xi r. \quad (8.203)$$

On the basis of equation (8.202), the form of the equation for tensor $\Xi$ is

$$r \frac{\partial \Xi}{\partial t} r = \sigma^{-2}r\ddot{d}r - 2(\Xi r)(\omega r) - k^*r\Xi r, \quad (8.204)$$

which, after rearrangement gives

$$\ddot{\Xi} = \sigma^{-2}\ddot{d} - k^*\Xi. \quad (8.205)$$

For segments moving independently of each other, variables $\xi$ and $\alpha$ can readily be introduced by the same method as was done earlier. The entropy for one chain is calculated as in equation (8.179):

$$s_{\text{chain}} = s_{0\text{chain}} - k\sigma^4\Xi : \Xi. \quad (8.206)$$
Entropy for unit mass is:
\[ s = s_0 - \frac{1}{2} \frac{2kLp}{\rho} \sigma^4 \Xi : \Xi. \] (8.207)

Thus variables \( \xi \) and \( \alpha \) are:
\[ \xi = \sqrt{\frac{2kLp}{\rho}} \sigma^2 \Xi, \quad \alpha = \sqrt{2kTLp} \sigma^2 \Xi. \] (8.208)

By the use of variable \( \alpha \) the following equation is obtained instead of equation (8.205):
\[ \dot{\alpha} = \sqrt{\frac{2kLpk^{**}}{k^* + k^{**}}} \bar{d} - k^* \alpha, \] (8.209)

where equation (8.198) has also been utilized for calculating \( p \).

It has to be emphasized that the existence of a dynamic variable has been derived by structural considerations and that the equations thus obtained are in a full accordance with the results of macroscopic thermodynamic theory.

8.6. Motion of liquid crystals.

Liquid crystals are anisotropic liquids. This means that motions connecting equivalent configurations are not identical with the orthogonal group even for undistorted states nor do they contain the orthogonal group as a subgroup; in short, the different directions are not equivalent.

Let us study, first, group \( A \) of motions transferring undistorted states into each other for an arbitrary material. The reader should be reminded that undistorted states are configurations in which the medium (being at rest for a long enough time) becomes stress-free. (Under usual experimental conditions, barometric pressure which is always present as an additive term is not taken into consideration.) Group \( A \) contains the orthogonal group as a subgroup since rotations do not cause essential changes in the material, and inversions should be dealt with only by convention since real media cannot be turned "inside out" as gloves. On the other hand, group \( A \) is part of the unimodular group, as a volume change always results in the appearance of a stress. From this, due to the maximality of the orthogonal group, it follows that group \( A \) may be only of two kinds: it is either identical with the orthogonal group (in which case the medium is a solid) or it is identical with the unimodular group (the medium is then called a fluid).

Let us now proceed with our study to groups \( A^* \) of motions connecting equivalent undistorted states. From the definition of group \( A^* \), it follows that it is part of group \( A \). If group \( A^* \) contains the orthogonal group and, thus, it is identical with group \( A \), then the medium is isotropic. There is not much variety in an isotropic medium it is either an isotropic fluid or an isotropic solid.

The situation is completely different for anisotropic media. If the medium is a solid, group \( A^* \) is a real part of the orthogonal group and the possible structures of group \( A^* \) are discussed in the introductory text books on crystallography by taking into account also the lattice structure of solids.
For fluids, the problem is more complex. In this case, group $A^*$ is not part of the orthogonal group and as a subgroup it contains at most only one real subgroup of it. At present, these subgroups are not yet completely known. A single example is enough to illustrate that such a subgroup really exists in the unimodular group. Let us consider a motion in space which translates an arbitrarily chosen and fixed unit vector $\mathbf{e}$ into vector $\lambda \mathbf{e}$ parallel to it. In order to formulate the example also in components, let us take a Cartesian coordinate system whose axis $x_1$ points to the direction of the vector $\mathbf{e}$ and consider motions whose matrix is
\[
\begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{bmatrix}
\]
and the absolute value of their determinants is unity. These motions form a group, which can easily be proved partly on the basis of the multiplication rule of determinants and partly on that of matrix multiplication, since the matrix product $C$ of motion $A$ and $B$ may be given in the form
\[
c_{ij} = a_{ik}b_{kj}.
\] (8.210)
The matrix consisting of elements $c_{ij}$ has the desired property if $c_{ij} = 0$ in each case when $i \neq 1$ and $j = 1$. Matrices $a_{ik}$ and $b_{kj}$ also have these properties; thus if $i \neq 1$ and $j = 1$, then
\[
c_{i1} = a_{ik}b_{k1} = a_{i1}b_{11} = 0.
\] (8.211)
It should also be shown that the inverse of any element has the same property. As motion has always an inverse, it is enough to prove that $a_{21}^{-1} = a_{31}^{-1} = 0$ is also true for inverse motion $A^{-1}$. Based on the concept of an inverse, we may write according to correlation
\[
a_{i1}a_{k1}^{-1} = \delta_{ij}
\] (8.212)
that
\[
a_{2k}a_{k1}^{-1} = 0 \quad \text{and} \quad a_{3k}a_{k1}^{-1} = 0,
\] (8.213)
or, in detail,
\[
a_{22}a_{21}^{-1} + a_{23}a_{31}^{-1} = 0 \\
a_{32}a_{21}^{-1} + a_{33}a_{31}^{-1} = 0,
\] (8.214)
which is a homogeneous linear equation system with unknowns $a_{21}^{-1}$ and $a_{31}^{-1}$. The determinant $D$ of the equation system is not zero, as
\[
\det A = a_{11}D = +1
\] (8.215)
and, thus, the equations have the only solution
\[
a_{21}^{-1} = a_{31}^{-1} = 0.
\] (8.216)
Thus, the above motions form a group and this group does not contain the orthogonal group since, for example, the motion given by matrix
\[
\begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]
belongs to the orthogonal group, but it does not belong to the group in question.
On the other hand, it is not part of the orthogonal group since, for example, motion
represented by matrix
\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & \frac{1}{2}
\end{pmatrix}
\]
belongs to the group in question, but does not belong to the orthogonal group. Now
we can define liquid crystals in an exact manner. Media are called liquid crystals
if the group of motions connecting equivalent undistorted states $A^*$ is not identical
with the unimodular group and are not part of the orthogonal group. The group $A^*$
is called the isotropy group of the medium. We mention that the group-theoretical
classification of liquid crystals is not yet known [162].

8.6.1. Entropy of nematic liquid crystals. Media with a director $\mathbf{e}$ (a
particular direction) will be considered here; two configurations are equivalent if
the directors are the same. (Directions $\mathbf{e}$ and $-\mathbf{e}$ are regarded to be equivalent.)
These requirements define nematic liquid crystals.
At first glance it seems obvious that this direction is a local state parameter;
however, function $s = s(u, v, \mathbf{e})$ characterizing specific entropy cannot depend on $\mathbf{e}$
due to the isotropy of space. From this, it follows that function $s = s(u, v)$ cannot
describe anisotropic properties. In other words, we may also say that if entropy
depends only on internal energy and specific volume in the liquid, no effect appears
which would bring the orientations in neighboring points into harmony; thus, the
direction of vector $\mathbf{e}$ would become a random and quickly changing function of
space coordinates even if the distribution of $\mathbf{e}$ was initially homogeneous, but the
medium was thoroughly stirred. Thus, the existence of a function $s = s(u, v, \mathbf{e})$
should be rejected; and instead of $\mathbf{e}$, another suitable variable should be sought.
The solution of the problem is provided by the introduction of the entropy function
in the form
\[ s = s(u, v, \mathbf{e}, \text{Grad e}). \] (8.217)
Similarly to Frank [51] we assume that the entropy function can be well approxi-
mated by the second-order polynomial of Grad$\mathbf{e}$. For simplicity, volume changes
will not be considered and, thus, variable $v$ will not be dealt with; further, we as-
sume local equilibrium: i.e., no further variables will be introduced. As entropy is
an isotropic function of its variables, equality
\[ s = s(u, \mathbf{e}, \text{Grad e}) = a(u, \mathbf{Qe}, \mathbf{Q}^T \text{Grad eQ}) \] (8.218)
holds for any orthogonal tensor $\mathbf{Q}$. For convenience, let us take a Cartesian coor-
dinate system whose axis $x_1$ points to the direction of $\mathbf{e}$ in the chosen point; hence
the matrix of tensor Grad $\mathbf{e}$ is:
\[
\text{Grad } \mathbf{e} = \mathbf{E} = \begin{bmatrix}
0 & 0 & 0 \\
e_{2,1} & e_{2,2} & e_{2,3} \\
e_{3,1} & e_{3,2} & e_{3,3}
\end{bmatrix}
\] (8.219)
(The first row contains only zero elements because the derivative of any unit vector
is perpendicular to the unit vector itself.)
Let us first seek the linear expressions satisfying requirement (8.218). Though linear polynomials usually have the form

\[ p_1 = a_{ik} e_{k,i}, \]  

(8.220)
in our case the system of coefficients \( a_{ik} \) can only be of such a nature that the tensor corresponding to them should be invariant with respect to orthogonal transformations belonging to the isotropy group. On the basis of reflections onto a plane perpendicular to axis \( x_1 \), among \( a_{ik} - s \) no elements may be present in whose indices an odd number of 1-s, 2-s or 3-s occurs. Since in our coordinate system, \( e_{i,k} = 0 \) if \( k = 1 \). Therefore, \( a_{ik} \) can freely be chosen if \( k = 1 \); thus, let \( a_{ik} \) be zero. Hence only \( a_{22} \) and \( a_{33} \) remain as non-zero elements. By utilizing the symmetry plane and exchanging axes \( x_2 \) and \( x_3 \), it is obvious that \( a_{22} = a_{33} \) and thus for polynomial \( p_1 \) it may be written that

\[ p_1 = a_{22} e_{2,3} + a_{22} e_{3,3} = a_{22} \text{div} e. \]  

(8.221)
The procedure is similar for quadratic polynomials. Then

\[ p_2 = a_{ijkl} e_{k,i} e_{l,j}, \]  

(8.222)
holds, in which equalities

\[ a_{ijkl} = a_{jilk} \]  

(8.223)
are also valid. In the case of a non-zero coefficient among indices \( a_{ijkl} \), only an even number of 1-s, 2-s and 3-s may be present; and the last two indices can only be 2 or 3 according to our convention. The value of elements does not change if we exchange indices 2 and 3. All this follows from the symmetry rules utilized, i.e. for non-zero elements we may write

\[
\begin{aligned}
a_{1122} &= a_{1133}, \\
a_{2222} &= a_{3333}, \\
a_{2233} &= a_{3322}, \\
a_{2332} &= a_{3232}, \\
a_{2332} &= a_{3223}.
\end{aligned}
\]  

(8.224)
From a rotation around axis \( x_1 \) by an angle \( \alpha \), a lengthy but elementary calculation gives

\[ a_{2222} = a_{2332} + a_{2323} + a_{2233}. \]  

(8.225)
Thus polynomial \( p_2 \) may be written as

\[
\begin{aligned}
p_2 &= a_{2222}(e_{2,1}^2 + e_{3,1}^2) + a_{2332}(e_{2,2}^2 + e_{3,3}^2 + 2e_{2,3}e_{3,2}) + \\
&\quad + a_{2323}(e_{2,2} + e_{3,3})^2 + a_{2233}(e_{2,2}^2 + e_{3,3}^2 + e_{2,3}^2). 
\end{aligned}
\]  

(8.226)
On writing this into an invariant form, we obtain

\[
p_2 = a_{2233} \mathbf{E} : \mathbf{E} + a_{2332} \mathbf{E} : \mathbf{E}^T + a_{2323}(\text{tr} \mathbf{E})^2 + (a_{1122} - a_{2233})(\mathbf{E} \cdot \mathbf{e})^2
\]  

(8.227)
From this, it is apparent that all terms in this equation are invariant to changing the direction \( \mathbf{e} \) into its opposite. (Here notation \( \mathbf{E} = \text{Grad} \mathbf{e} \) is used.) This is not
true, however, for polynomial $p_1$, given by equation (8.221), which changes sign by changing the direction $e$ into its opposite. This means, at the same time, that if $e$ and $-e$ are equivalent, then $a_{22} = 0$; hence the form of entropy function satisfying equation (8.218) may only be

$$s = s_0(u) - \frac{1}{2\rho T} \left[ k_{22} E : E + k_{24} E : E^T + (k_{33} - k_{22})(Ee)^2 + (k_{11} - k_{22} - k_{24})(\text{tr } E)^2 \right]$$

(8.228)

where notations

$$
k_{11} = -2\varrho T a_{2222}, \quad k_{22} = -2\varrho T a_{2233}, \quad k_{33} = -2\varrho T a_{1122}, \quad k_{24} = -2\varrho T a_{2332}
$$

(8.229)

are introduced for uniformity with the notations of Frank [51, 127] widely accepted in the literature.

With free boundary conditions and $E = 0$, the entropy should be maximum which means that in the case of homogeneous orientation the medium is at equilibrium. This also means that on the right side of equation (8.228) the expression in brackets is a positive definite form in the algebraic sense, hence, for the coefficients inequalities

$$k_{11} \geq 0, \quad k_{22} \geq 0, \quad k_{33} \geq 0,
$$

$$k_{22} \geq |k_{24}|, \quad k_{11} \geq \frac{1}{2}(k_{22} + k_{24})$$

(8.230)

should hold on the basis of equations (8.229) and (8.226). In the last two cases equality can only exist if both sides are equal to zero.

8.6.2. Entropy balance. The entropy balance of liquid crystals may also be given by general equation (4.35). Due to the assumption of local equilibrium, entropy current may be interpreted by equation (4.41). However, for convenience, equation (4.42) describing entropy production should be modified. One of the reasons for this is that now there are no dynamic variables among local state parameters, and the other is that tensor $E = \text{Grad } e$ is a state parameter which had not been considered when writing equation (4.34). For simplicity, we restrict ourselves to one-component liquid crystals which means that neither diffusion currents nor component sources have to be taken into consideration. As a further simplification, we assume that the medium is an insulator ($j = 0$), isothermal ($\text{grad } 1/T = 0$) and, finally, electric and magnetic polarization is reversible, i.e. equalities

$$\frac{1}{T}(E + v \times B) + \frac{\partial s}{\partial \mathbf{p}} = 0, \quad \frac{1}{T}B + \frac{\partial s}{\partial \mathbf{p}_m} = 0$$

(8.231)

hold. On using these assumptions and considering also equation (8.228), for entropy production

$$T\sigma_s = t^s : \tilde{d} + \text{div}(\tilde{\omega}^b \Pi) + \Pi : \text{Grad } \tilde{\omega} + \varrho T \frac{\partial s}{\partial E} : \tilde{E} + \varrho T \frac{\partial s}{\partial e} \tilde{e}$$

(8.232)

is obtained, where $t^s$ is the symmetric part of Cauchy’s stress, $\tilde{d}$ the symmetric part of the velocity gradient (a liquid crystal is also a fluid; thus the present configuration is regarded as a reference configuration) and $\tilde{\omega} = \frac{1}{2} \text{rot } v$. 

In the previous expression of entropy production the physical meaning of \( \mathbf{\omega}^b \), \( \Pi \) and \( m \) should be clarified. As in liquid crystals the direction \( \mathbf{e} \) is a preferred direction and the rotation of \( \mathbf{e} \) is a result of various interactions. The hypothesis is obvious that \( \mathbf{\omega}^b \) is connected to the rotation of vector \( \mathbf{e} \), i.e.

\[
\mathbf{\omega}^b = \mathbf{e} \times \dot{\mathbf{e}}.
\]  

(8.233)

An objective time derivative is used on the right side as \( \mathbf{\omega}^b \) is the angular velocity relative to the medium which is obviously perpendicular to \( \mathbf{e} \). Naturally, \( \Pi \) describes surface interactions causing the rotation of vector \( \mathbf{e} \) and, therefore, the existence of constraint

\[
\mathbf{e}\Pi = 0
\]  

(8.234)

is easily understood. It should be mentioned that the moment of inertia for molecules is again neglected in the macroscopic sense, i.e., we assume that the internal moment of momentum and the rotational energy are zero in accordance with the derivation of equation (4.26) for internal energy balance.

For convenience, it is expedient to introduce the polar tensor

\[
\mathbf{B} = -\mathbf{e} \times \Pi.
\]  

(8.235)

(\( \mathbf{\omega}^b \) is an axial vector, whereas \( \mathbf{e} \) and \( \dot{\mathbf{e}} \) are polar vectors; tensor \( \Pi \) is axial in its first subscript, but polar in its second subscript. This mixed character is eliminated by introducing \( \mathbf{B} \) which is a polar tensor.) After some rearrangement, we may write

\[
T \sigma_s = \dot{\mathbf{e}} \left( \rho T \frac{\partial s}{\partial \mathbf{e}} + \text{Div} \mathbf{B} \right) + \dot{\mathbf{E}} : \left( \rho T \frac{\partial s}{\partial \mathbf{E}} + \mathbf{B} \right) + \dot{\mathbf{d}} : (\mathbf{t}^* + \mathbf{E}^T \mathbf{B}),
\]  

(8.236)

where equalities

\[
\text{Grad} \dot{\mathbf{e}} = \dot{\mathbf{E}} + \mathbf{E} \dot{\mathbf{d}} + \mathbf{e} \times \text{Grad} \mathbf{\omega}
\]  

(8.237)

and

\[
\Pi = \mathbf{e} \times \mathbf{B}
\]  

(8.238)

following from equation (8.235) have been utilized.

Let us now deal with the effect of electric field. For electric fields that are not too strong, entropy given by equation (8.228) is complemented with terms describing electric polarization and thus it becomes

\[
s = s(u, \mathbf{E}, \mathbf{p}) = s(u, \mathbf{E}, 0) - \frac{\rho}{2TE_0} \left[ \frac{1}{\chi_\perp} \mathbf{p}^2 + \left( \frac{1}{\chi_\parallel} - \frac{1}{\chi_\perp} \right) (\mathbf{p} \mathbf{e})^2 \right];
\]  

(8.239)

where \( \mathbf{p} \) is the specific electric dipole moment, \( \chi_\parallel \) the dielectric susceptibility in direction \( \mathbf{e} \) and \( \chi_\perp \) the dielectric susceptibility in the perpendicular directions. This also means that the right side of equation (8.236) given for entropy production density contains term

\[
\Delta(T \sigma_s) = -\frac{\rho^2}{\varepsilon_0} \left( \frac{1}{\chi_\parallel} - \frac{1}{\chi_\perp} \right) (\mathbf{p} \mathbf{e})(\mathbf{p} \dot{\mathbf{e}})
\]  

(8.240)
as well. Here only the term characterizing electric polarization is written, since we
only want to show that equation (8.236) describes also the effect of the electromagnetic field if a suitable entropy function is used.

The expression given is readily identifiable with that of the power of torque exerted by the electric field. To this, on the one hand, the reversibility of electric polarization should be taken into account; thus,

\[ E + v \times B = -\varrho T \frac{\partial s}{\partial p} = \varrho \left( \frac{1}{\chi_{\parallel}} - \frac{1}{\chi_{\perp}} \right) \left( \rho \varepsilon_0 \chi_{\perp} \right) \left( \rho \varepsilon_0 \chi_{\parallel} \right) (p \varepsilon_0 \chi_{\perp}) \left( p \varepsilon_0 \chi_{\parallel} \right) = \Delta(T, s) \]

(8.241)

and, on the other hand, also that the power density of torque may be given in the form of \( \omega^b \rho m \). Based on this and utilizing equations (2.50) and (2.233), we obtain:

\[ \omega^b \rho m = \varrho \left( \varepsilon_0 \chi_{\parallel} \right) \left( \varepsilon_0 \chi_{\perp} \right) (p \varepsilon_0 \chi_{\perp}) \left( p \varepsilon_0 \chi_{\parallel} \right) = \Delta(T, s) \]

(8.242)

where vector algebraic transformation

\[ (e \times \hat{e})(e \times p) = [(e \times \hat{e}) \times e]p = \hat{e}p \]

(8.243)

has also been applied. Equality (8.242) shows that equation (8.236) is correct also
in the presence of an electric field. Analogous derivation may be used for magnetic
polarization.

8.6.3. Conditions of equilibrium. For establishing the conditions of equilibrium, we start again from the form of entropy production given by equation (8.236). The rate of processes is described by \( \varepsilon, \hat{E}, \) and \( \hat{d} \), and they will be regarded as
generalized currents. However, coefficients are now not necessarily zero, as the currents
chosen are not arbitrary since equalities following from vector \( \varepsilon \) being a unit vector

\[ e\varepsilon = 0 \]

(8.244)

and

\[ eE = 0 \]

(8.245)

hold, as well as that obtained by its derivation with respect to time,

\[ \hat{\varepsilon}E + e\hat{E} = 0 \]

(8.246)

which may be considered as constraints. To these, the symmetric nature of \( \hat{d} \) and
the condition that only motions with unchanged volume are considered have to be
added and then \( \text{tr} \hat{d} = 0 \).

The above constraints can be utilized in different ways. The procedure is the
simplest in a Cartesian frame. Then equation (8.244) means the application of one;
equation (8.246) that of three constraints. That is, among the 12 components of \( \mathbf{\dot{e}} \) and \( \mathbf{\dot{E}} \), only 8 are independent. We may arrive at independent currents in the following way: Multiplying the linear constraints by suitable factors and adding them to the entropy production, the coefficients of four current components can be made zero. After that, the remaining 8 current components are already linearly independent; thus, the condition of equilibrium is that their coefficients should also be zero. Hence we arrived at the result that by multiplying the constraints by suitable factors and adding them to the entropy production, the coefficients of currents became zero. Since equation (8.246) represents a vectorial constraint, the multiplier belonging to it can also be regarded as a vector. Carrying out procedures, we obtain:

\[
T \sigma = \mathbf{\dot{e}} \left( \varrho T \frac{\partial s}{\partial \mathbf{e}} + \text{Div} \mathbf{B} + \mu \mathbf{e} - \mathbf{E} \mathbf{\bar{\lambda}} \right) + \\
+ \mathbf{\dot{E}} : \left( \varrho T \frac{\partial s}{\partial \mathbf{E}} + \mathbf{B} - \mathbf{e} \circ \mathbf{\bar{\lambda}} \right) + \mathbf{d} : [\mathbf{t}^* + (\mathbf{E}^T \mathbf{B})^{so}] , \tag{8.247}
\]

whence the conditions of equilibrium are

\[
\varrho T \frac{\partial s}{\partial \mathbf{e}} + \text{Div} \mathbf{B} + \mu \mathbf{e} - \mathbf{E} \mathbf{\bar{\lambda}} = 0, \\
\varrho T \frac{\partial s}{\partial \mathbf{E}} + \mathbf{B} - \mathbf{e} \circ \mathbf{\bar{\lambda}} = 0, \tag{8.248}
\]

\[
\mathbf{t}^{so} = -\frac{1}{2} (\mathbf{E}^T \mathbf{B} + \mathbf{B}^T \mathbf{E}) + \frac{1}{3} \text{tr}(\mathbf{E}^T \mathbf{B}) \delta.
\]

When writing our last equation, we took into account that \( \mathbf{d} \) is a symmetric tensor of zero trace; thus its coefficient is a symmetric and zero-trace part of tensor \( \mathbf{t}^* + \mathbf{E} \mathbf{B} \). Notation \( \mathbf{t}^{so} \) refers to the symmetric zero-trace part of Cauchy’s stress. In the solution of the equations obtained, constraints (8.244) and (8.246) should also be utilized. The antisymmetric part of the stress tensor can be determined from the balance equation of the moment of momentum (equation (4.25)) at the end of the calculations.

For determining the multiplicators, let us carry out a scalar multiplication of the first equation by \( \mathbf{e} \) and that of the second (tensorial) equation by \( \mathbf{e} \) from the left. Also utilizing correlations \( \mathbf{e} \mathbf{B} = 0 \) and \( \mathbf{e} \mathbf{E} = 0 \), we arrive at

\[
\mu = -\varrho T \mathbf{e} \frac{\partial s}{\partial \mathbf{e}} - \mathbf{e} \text{Div} \mathbf{B}, \quad \mathbf{\bar{\lambda}} = \varrho T \mathbf{e} \frac{\partial s}{\partial \mathbf{E}}. \tag{8.249}
\]

The substitution of the expression obtained for \( \mathbf{\bar{\lambda}} \) into the original equations gives

\[
\varrho T \frac{\partial s}{\partial \mathbf{e}} + \text{Div} \mathbf{B} + \mu \mathbf{e} - \varrho T \mathbf{e} \frac{\partial s}{\partial \mathbf{E}} \mathbf{E}^T = 0, \tag{8.250}
\]

\[
\mathbf{B} = -\varrho T \frac{\partial s}{\partial \mathbf{E}} + \mathbf{e} \circ \mathbf{e} \varrho T \frac{\partial s}{\partial \mathbf{E}},
\]

where \( \mathbf{B} \) from the second equation can be substituted into the first one:

\[
\varrho T \frac{\partial s}{\partial \mathbf{e}} - \text{Div} \left( \varrho T \frac{\partial s}{\partial \mathbf{E}} \right) + 2\mu^* \mathbf{e} = 0, \tag{8.251}
\]

\[
2\mu^* = \mu + \varrho T \mathbf{E} : \frac{\partial s}{\partial \mathbf{E}} + \varrho T \mathbf{e} \text{Div} \frac{\partial s}{\partial \mathbf{E}}.
\]
The first equation obtained may be identified with the Euler-Lagrange equation belonging to the variation problem specified by the Lagrangian:

\[ \mathcal{L} = \rho T s \]  
\[ (8.252) \]

with the condition \( e^2 = 1 \). In fact, entropy is maximum in adiabatic equilibrium. However, if we consider also thermostatic equality

\[ T \left( \frac{\partial S}{\partial X} \right)_U = - \left( \frac{\partial F}{\partial X} \right)_T \]  
\[ (8.253) \]

where \( F \) is the free energy, \( U \) the internal energy, and \( X \) some extensive parameter, then equations (8.251) may be identified with the Euler-Lagrange equations belonging to the principle of minimal free energy. It should be noted that the latter procedure is the correct one, since in the former case the changes in \( T \) have been neglected.

By solving equation (8.251), function \( e(r) \) can be determined. From this, \( E \) may be obtained by derivation; then by using equations (8.250) \( B \) and (8.235), the actual value of \( \Pi \) can be calculated. When knowing quantities \( E \) and \( B \), the value of \( t^{\infty} \) may be determined by substituting into the last equation of (8.248). The function \( w(t) \) can also be calculated on the basis of equation (4.25). The calculation can, in principle, be carried out although it is very lengthy; therefore, the application of the theory will be shown by the simple example of the twisted nematic cell.

Let the nematic liquid crystal be situated between parallel planes \( x_1 = 0 \) and \( x_1 = d \) and let us assume that its direction is everywhere perpendicular to axis \( x_1 \) and that it depends only on \( x_1 \).

Hence,

\[ e = \cos \alpha e_2 + \sin \alpha e_3, \quad \alpha = \alpha(x_1), \]  
\[ (8.254) \]

where \( e \) is the direction of the director; and \( e_1, e_2 \) and \( e_3 \) are unit vectors showing to the direction of \( x_1, x_2 \) and \( x_3 \). Let us assume the boundary conditions \( \alpha(0) = 0 \) and \( \alpha(d) = \alpha_0 \) for function \( \alpha(x_1) \). For simplicity, let \( m \) be zero, i.e. let us disregard the effect of electric and magnetic fields. Tensor \( E \) is easy to determine, since obviously

\[ E = e \circ \nabla = \frac{\partial e}{\partial x_1} \circ e_1 = \alpha'(- \sin \alpha e_2 + \cos \alpha e_3) \circ e_1 = \alpha'(e_1 \times e) \circ e_1 \]  
\[ (8.255) \]

where \( \alpha' \) is the derivative of function \( \alpha(x_1) \). As \( e \) and \( e_1 \) are perpendicular to each other at every point, therefore

\[ Ee = 0, \quad tr E = 0, \quad E : E^T = 0. \]  
\[ (8.256) \]

Hence, the equation of entropy (8.238) simplifies into

\[ s = s_0(u) - \frac{k_{22}}{2\rho T} E : E = s_0(u) - \frac{k_{22}}{2\rho T} \alpha'^2 \]  
\[ (8.257) \]
Whence
\[ gT \frac{\partial s}{\partial E} = -k_{22} E \quad \text{and} \quad gT \frac{\partial s}{\partial e} = 0 \quad (8.258) \]
are obtained, the substitution of which into equation (8.250) results in the following form for \( B \):
\[ B = k_{22} E = k_{22} \alpha'(e_1 \times e) \odot e_1. \quad (8.259) \]

For determining function \( \alpha(x_1) \), expressions of \( gT \frac{\partial s}{\partial E} \) and \( E \) are substituted into equation (8.251). This gives
\[ k_{22} \frac{\partial}{\partial x_1} \left[ \alpha'(e_1 \times e) \right] + 2 \mu^* e = k_{22} \alpha'' e_1 \times e + k_{22} \alpha'^2 e_1 \times (e_1 \times e) + 2 \mu^* e = \]
\[ = k_{22} \alpha'' e_1 \times e - k_{22} \alpha'^2 e + 2 \mu^* e = 0, \quad (8.260) \]
from which
\[ k_{22} \alpha'' = 0 \quad \text{and} \quad 2 \mu^* - k_{22} \alpha'^2 = 0 \quad (8.261) \]
results as \( e \) and \( e_1 \times e \) are perpendicular to one another. The solution of the differential equation obtained for function \( \alpha(x_1) \), satisfying also the former boundary conditions is
\[ \alpha(x_1) = \frac{\alpha_0}{d} x_1. \quad (8.262) \]

Let us now determine tensors \( t \) and \( \Pi \). The symmetric part of the stress tensor may be calculated from equation (8.248) as
\[ t^{so} = -k_{22} \alpha'^2 \left( e_1 \odot e_1 - \frac{1}{3} \delta \right). \quad (8.263) \]

The evaluation of the antisymmetric part starts with the determination of tensor \( \Pi \) according to equation (8.238):
\[ \Pi = k_{22} e \times E = k_{22} \alpha'[e \times (e_1 \times e)] \odot e_1 = k_{22} \alpha' e_1 \odot e_1. \quad (8.264) \]

This tensor is constant as is seen from equation (8.262). Thus its divergence is zero; consequently, \( w(t) = 0 \) according to equation (4.25), and Cauchy’s stress is symmetric in this case.

Our results can be summarized, as follows: The rotation of the director of the twisted nematic cell is stationary in the absence of external fields, and the liquid crystals exert a torque of \( k_{22} \alpha' \) per unit surface on the boundary planes of the cell and a pressure of \( k_{22} \alpha'^2 \).

8.6.4. Motion of liquid crystals. In determining the laws of motion for liquid crystals we start from expression (8.236) of entropy production. However, care should be taken in writing Onsager’s linear laws, since quantities \( \dot{e}, \dot{E} \) and \( \dot{d} \) describing the rate of processes are not independent: relations (8.244) and (8.246) hold for them in each point. Neither are the coefficients in the expression of entropy production independent forces.

In solving this problem, several methods can be used. One of them is that we apply linearly independent currents. The disadvantage of this method is that it spoils the covariant formalism.
The other method is based on the fact that Onsager’s linear laws can be given by virtual forces also for linearly not independent currents; in such a case, the fulfillment of constraints has to be ensured by correlations between coefficients $L_{ik}$. The shortcoming of this method is that numerous $L_{ik}$ parameters have to be introduced which make calculations unnecessarily complicated.

In what follows we shall use a third approach which is based on the direct application of the local form of Gyarmati’s variational principle given by equation (4.68).

First, we take the local form of Gyarmati’s principle in energy picture and then look for the extrema with constraints (8.244) and (8.246) by varying $\dot{\varepsilon}$, $\dot{\mathbf{E}}$ and $\mathbf{d}$. For the formulation and solution of the variational problem, first, determine the possible form of dissipation potential $\Phi(\dot{\varepsilon}, \dot{\mathbf{E}}, \mathbf{d})$. Dissipation potential is a homogeneous quadratic function of the above variables which also shows the symmetry relations of the medium, it obviously holds that

$$\Phi(\mathbf{Q}\dot{\varepsilon}, \mathbf{Q}\dot{\mathbf{E}}^T, \mathbf{Q}\dot{\mathbf{d}}^T, \mathbf{Qe}) = \Phi(\dot{\varepsilon}, \dot{\mathbf{E}}, \dot{\mathbf{d}}, \mathbf{e})$$

may be written.

In the following we restrict our study to isothermal motions; therefore, we disregard variable $T$. Since the above dissipation potential is an isotropic, scalar function of its variables, which also shows the symmetry relations of the medium, it obviously holds that

$$\Phi(-\dot{\varepsilon}, -\dot{\mathbf{E}}, -\dot{\mathbf{d}}, -\mathbf{e}) = \Phi(\dot{\varepsilon}, \dot{\mathbf{E}}, \dot{\mathbf{d}}, \mathbf{e})$$

should also necessarily hold.

Thus the quadratic form of the dissipation potential may have the following form:

$$\Phi = \frac{1}{2} e R_{11}^{11} \ddot{\varepsilon} + e R_{12}^{12} : \ddot{\mathbf{E}} + \ddot{\varepsilon} R_{13}^{13} : \ddot{\mathbf{d}} + \frac{1}{2} \ddot{\mathbf{E}} : R_{22}^{22} : \ddot{\mathbf{E}} + \ddot{\mathbf{d}} : R_{33}^{33} : \ddot{\mathbf{d}},$$

(8.268a)

where $R_{11}^{11}$ is a second order, $R_{12}^{12}$ and $R_{13}^{13}$ third order, and $R_{22}^{22}$, $R_{33}^{33}$ fourth order tensors.

For clarity, let us write our equation also in orthogonal components:

$$\Phi = \frac{1}{2} R_{ij}^{11} \ddot{e}_i \ddot{e}_j + R_{ijk}^{12} \ddot{e}_i \ddot{E}_{jk} + R_{ijkl}^{13} \ddot{e}_i \ddot{d}_{jk} + \frac{1}{2} R_{ij}^{22} \ddot{E}_{ij} \ddot{E}_{kl} +$$

$$+ R_{ijkl}^{23} \ddot{E}_{ij} \ddot{d}_{kl} + R_{ijkl}^{33} \ddot{d}_{ij} \ddot{d}_{kl},$$

(8.268b)
where \( i, j, k, l \) denote subscript 1, 2 and 3, and summation should be carried out for all of them from 1 to 3. It is important to emphasize that this equation is completely general: it does not show any symmetry, and coefficients \( R \) are functions of \( \mathbf{e} \).

Let us now examine which conditions should be satisfied by tensors \( R \) for function \( \Phi \), corresponding to constraints (8.266) and (8.267). It is apparent from equation (8.266) that every orthogonal transformation leaving the vector \( \mathbf{e} \) unchanged leaves tensors \( R \) also unchanged. Orthogonal transformations converting vector \( \mathbf{e} \) into vector \( -\mathbf{e} \) leave tensors \( R_{11}, R_{12}, R_{22}, R_{23} \) unchanged, but they transform tensors \( R_{13} \) and \( R_{23} \) into their \(-1\)-fold.

To establish the form of the tensors, let us temporarily define a Cartesian coordinate system whose axis \( x_1 \) points to direction \( \mathbf{e} \). Calculations will be carried out with the subscripts; this method is based on the rule that the components transform in the same way as do the product of vector components. Individual tensors will not be given now, only subscripts will be provided in parentheses.

The following transformations will be used:

- **\( Q_1 \):** reflection with respect to the plane perpendicular to axis \( x_1 \): \[ x_1' = -x_1, \quad x_2' = x_2, \quad x_3' = x_3, \]

  which may be written in short forms as \( (1)' = -(1), \quad (2)' = (2), \quad (3)' = (3). \)

- **\( Q_2 \):** reflection with respect to the plane perpendicular to axis \( x_2 \):

  \[ (1)' = (1), \quad (2)' = -(2), \quad (3)' = (3). \]

- **\( Q_3 \):** reflection with respect to the plane perpendicular to axis \( x_3 \):

  \[ (1)' = (1), \quad (2)' = (2), \quad (3)' = -(3). \]

- **\( Q_4 \):** reflection with respect to the plane passing through axis \( x_1 \) and the bisector of axes \( x_2 \) and \( x_3 \):

  \[ (1)' = (1), \quad (2)' = (3), \quad (3)' = (2). \]

- **\( Q_5 \):** elementary rotation (by a very small angle \( \alpha \)) around axis \( x_1 \):

  \[ (1)' = (1), \quad (2)' = (2) + \alpha(3), \quad (3)' = (3) - \alpha(2). \]

Transformations \( Q_2, Q_3, Q_4 \) and \( Q_5 \) leave the direction of \( \mathbf{e} \) unchanged, whereas \( Q_1 \) reverses it. (We note that for coelastic materials only \( Q_4 \) is allowed for calculations instead of reflections; rotations by \( 180^\circ \) should be used.)

For a deeper understanding of the application of our method, we show as an example how the components \((123)\) and \((233)\) of a third-order tensor transform. Obviously:

- **\( Q_1 \):** \((123)' = -(123), \quad (233)' = (233), \)
- **\( Q_2 \):** \((123)' = -(123), \quad (233)' = -(233), \)
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\[ Q_3 : (123)' = -(123), \quad (233)' = (233), \]

\[ Q_4 : (123)' = (132), \quad (233)' = (322), \]

\[ Q_5 : (123)' = (1)[(3)-a(2)] = (123)+a(133)-(122), \]

\[ (233)' = (233)+a(333)-(223)-(232). \]

Let us first examine the effect of transformation \( Q_2 \). Since \( Q_2 \) multiplies every subscript 2 by \(-1\), the non-disappearing tensor components may have only an even number of subscript 2. In the case of transformation \( Q_3 \), the same is true for subscript 3; i.e., invariance with respect to transformations \( Q_2 \) and \( Q_3 \) means those components of tensor \( R \) are zero that have an odd number of subscripts 2 or 3. Transformation \( Q_4 \) changes subscripts 2 to 3 and vice versa; this means that those tensor components obtained from one another so that their subscripts 2-s are interchanged with 3-s and vice versa are identical.

From this, tensor \( R^{11} \) can readily be given. Since the subscripts of non-zero components are

\[ (11), \quad (22) = (33), \]

we may write term \( \mathbf{e}R^{11}\mathbf{e} \) in equation (8.268) in the following form:

\[ \mathbf{e}R^{11}\mathbf{e} = R^{11}_{11}\mathbf{e}_1\mathbf{e}_1 + R^{11}_{22}(\mathbf{e}_2\mathbf{e}_2 + \mathbf{e}_3\mathbf{e}_3). \]

However, as \( \mathbf{e}\mathbf{e} = 0 \), i.e. \( \mathbf{e}_1 \) is zero, we have

\[ \mathbf{e}R^{11}\mathbf{e} = R^{11}\mathbf{e}^2, \quad (8.269) \]

where the subscripts of \( R^{11}_{22} \) are omitted.

Let us now analyze third-order tensors \( R^{12} \) and \( R^{13} \) whose non-zero components are:

\[(111), \quad (122) = (133), \quad (212) = (313), \quad (221) = (331). \]

Transformation \( Q_1 \) changes them into their \(-1\)-fold, since there are an odd number of 1-s in all of them. Consequently, \( R^{12} = 0 \), and \( R^{13} \) can also be determined. Since in the form of expression \( \mathbf{e}R^{13} : \mathbf{d} \) written in terms of components the first subscript is that of \( \mathbf{e} \), we may write

\[ \mathbf{e}R^{13} : \mathbf{d} = R^{13}_{212}(\mathbf{e}_2d_{12} + \mathbf{e}_3d_{13}) + R^{13}_{221}(\mathbf{e}_2d_{21} + \mathbf{e}_3d_{31}) = \]

\[ = R^{13}_{212}\mathbf{e}\mathbf{d} + R^{13}_{221}\mathbf{e}\mathbf{d} = R^{13}\mathbf{e}\mathbf{d}, \quad (8.270) \]

in which we utilized that \( \mathbf{d} \) is symmetric.

Let us now proceed to the analysis of fourth-order tensors \( R^{22}, R^{23} \) and \( R^{33} \). Since the number of subscripts is now 4 and the numbers of both the 2-s and 3-s are even (the number of 1-s is necessarily even), transformation \( Q_1 \) leaves every fourth order tensor invariant which are unchanged by \( Q_2 \) and \( Q_3 \). This also means that \( R^{23} \) is zero, since it should be transformed by \( Q_1 \) into its \((-1)\)-fold. We have to study \( R^{22} \) and \( R^{23} \). Now the subscript combinations of non-zero elements are the following as calculated from \( Q_1, Q_2, Q_3 \) and \( Q_4 \):

\[(1111), \quad (2121) = (3131), \quad (2233) = (3322), \]

\[(1122) = (1133), \quad (1221) = (1331), \quad (2233) = (3322), \]

\[(1212) = (1313), \quad (1221) = (1313), \quad (2332) = (3223), \]

\[(2112) = (3113), \quad (2222) = (3333), \]
which means 11 different elements. However, we did not utilize \( Q_5 \) so far. (We have not needed it until now, since the formulae derived by the simpler transformations and given in an invariant form are invariant also under \( Q_5 \).) Let us now calculate the behavior of element \((2223) = 0\).

\[
(2223)' = (2223) + \alpha[(2222) - (2233) - (2323) - 3223] 
\]

whence

\[
(2222) = (2233) + (2323) + (2332)
\]

results. Thus the number of independent elements is reduced to 10.

It would be quite a difficult task to write the equations with the subscript combinations obtained and then transform them into the invariant form; but this latter can be determined also in the simpler way, as follows: A fourth-order tensor maps a second order tensor to another second order tensor in a homogeneous, linear way. The fourth order tensor of interest depends on \( e \). Let us try to assign second-order tensors homogeneous and linear in \( X \) to a second order tensor \( X \) and to \( e \). These are the following:

\[
X, \quad X^T, \quad e \circ Xe, \quad e \circ X^T e, \quad Xe \circ e, \quad X^T e \circ e, \quad \text{tr} X \delta, \quad \text{tr} Xe \circ e, \quad (eXe)\delta, \quad (eXe)e \circ e.
\]

There are just ten in number; thus, bilinear forms in \( X \) and \( Y \) are the following:

\[
X : Y, \quad X^T : Y, \quad eYXe, \quad eYX^T e, \quad eX^T Ye, \quad eXYe, \quad \text{tr} X \text{tr} Y, \quad \text{tr} XeYe, \quad \text{tr} YeXe, \quad eXeeYe.
\]

In the case of \( R^{22}, X = Y = E; \) hence, expressions 3, 6 and 8, 9 are identical. For \( R^{33}, X = Y = \hat{d}; \) thus the first and second expressions are identical, but also expressions 3, 4, 5 and 6 are equal, whereas expressions 7, 8 and 9 are zero. Thus we may write that

\[
\hat{E} : R^{22} : \hat{E} = R^{22}_1 \hat{E} + R^{22}_2 \hat{E} : \hat{E} + R^{22}_3 e\hat{E}^2 e + R^{22}_4 (e\hat{E})^2 + R^{22}_5 (e\hat{E})^2 + R^{22}_6 (e\hat{E})^2 + R^{22}_7 (e\hat{E})^2, \quad (8.271)
\]

\[
\hat{d} : R^{33} : \hat{d} = R^{33}_1 \hat{d} + R^{33}_2 ed^2 e + R^{33}_3 (ed)^2,
\]

by means of which the dissipation function can be written as follows:

\[
\Phi = \frac{1}{2} R^{11}_1 \hat{e}^2 + R^{13}_1 e\hat{e}d e + \frac{1}{2} R^{22}_1 \hat{E} + R^{22}_2 \hat{E} : \hat{E} + \text{tr} (e\hat{E})^2 + \frac{1}{2} R^{22}_3 e\hat{E}^2 e + R^{22}_4 (e\hat{E})^2 + \frac{1}{2} R^{22}_5 (e\hat{E})^2 + \frac{1}{2} R^{22}_6 (e\hat{E})^2 + R^{22}_7 (e\hat{E})^2. \quad (8.272)
\]

The equations of motion for liquid crystals are obtained from the actual form of Gyarmati’s local principle

\[
\mathcal{L}^* = T \sigma + \Phi + \mu e\hat{e} - (e\hat{E} + e\hat{E})\hat{\lambda}. \quad (8.273)
\]
by seeking the maximum of its Lagrangian, where $\mu$ and $\bar{\lambda}$ are Lagrange multipliers. The extremum problem means now that we search for values of $\hat{e}$, $\hat{E}$, $\hat{d}$, $\mu$ and $\bar{\lambda}$ for which $\mathcal{L}^*$ is maximum when the values of $E$, $B$ and $e$ are given in accordance with section 4.6. In calculations it must not be forgotten that $\hat{d}$ is a symmetric tensor of zero trace. Equations describing the motion are the following:

\[
\frac{\partial}{\partial t} \frac{\partial \mathcal{L}^*}{\partial \hat{e}} + \text{Div} \, B + \mu e = E \bar{\lambda} + R_{11}^{11} \hat{e} + R_{13}^{13} \hat{d} e ,
\]

\[
\frac{\partial}{\partial \hat{E}} \frac{\partial \mathcal{L}^*}{\partial \hat{E}} + B = e \circ \bar{\lambda} + R_{12}^{22} \hat{E} + R_{22}^{22} \hat{E}^T + \frac{1}{2} R_{33}^{22} (e \circ \hat{E} e + e \hat{E} \circ e) + R_{34}^{22} e \circ e \hat{E} +
\]

\[
+ R_{4}^{22} \hat{E} e \circ e + R_{6}^{22} \text{tr} \hat{E} \delta + \frac{1}{2} R_{7}^{22} (e \hat{E} e \delta + \text{tr} \hat{E} e \circ e) + R_{8}^{22} (e \hat{E} e) e \circ e ,
\]

\[
t^{so} + (E^T B)^{so} = \frac{1}{2} R_{13}^{13} (e \circ e + e \circ \hat{e}) + R_{1}^{33} \hat{d} + \frac{1}{2} R_{2}^{33} \left[ e \circ \dot{d} e + \dot{d} e \circ e - \frac{2}{3} (e \dot{d} e) \delta \right] + R_{33}^{33} (e \dot{d} e) \left( e \circ e - \frac{1}{3} \delta \right) ,
\]

which include 13 kinetic coefficients of the resistance type. If we take also into account the 4 Frank coefficients, it is apparent that 17 material constants are needed for describing nematic liquid crystals.

Owing to the large number of material constants the equations of motion are very complicated; efforts to eventually simplify the equations, even at the expense of their range of validity, are understandable. One possible way of reduction is that we restrict ourselves to cases in which the dimensions of the liquid crystal cell are not too thin. In fact, when assuming large enough cells, $\hat{E}$ is small as compared to $\hat{e}$; thus, in dissipation potential the terms quadratic in the components of $\hat{E}$, which correspond to approximation $R_{22}^{22} = 0$ can be neglected. In this approximation the number of material constant reduces to 9; however, in this case the theory provides correct results only for sufficiently thick samples.

It is very important to note that the thermodynamic theory presented becomes, for approximation $R_{22}^{22} = 0$, identical with the Ericksen-Leslie-Parodi theory well-known in the literature [40, 100, 131]. In order to illustrate the comparison, we tabulated the notations used here and by the above authors.

<table>
<thead>
<tr>
<th>Leslie</th>
<th>here</th>
<th>Leslie</th>
<th>here</th>
<th>Leslie</th>
<th>here</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>$e$</td>
<td>$G$</td>
<td>$-e \times m$</td>
<td>$\mu_1$</td>
<td>$R_{3}^{33}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$t^T$</td>
<td>$N$</td>
<td>$\hat{E} + Ed$</td>
<td>$\mu_2$</td>
<td>$\frac{1}{2}(R_{13}^{13} - R_{11}^{11})$</td>
</tr>
<tr>
<td>$\bar{\beta}$</td>
<td>$\bar{\lambda}$</td>
<td>$A$</td>
<td>$\hat{d}$</td>
<td>$\mu_3$</td>
<td>$\frac{1}{2}(R_{13}^{13} + R_{11}^{11})$</td>
</tr>
<tr>
<td>$N$</td>
<td>$\hat{e}$</td>
<td>$g$</td>
<td>$-e \times g m - \text{Div} , B$</td>
<td>$\mu_4$</td>
<td>$R_{1}^{33}$</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>$B^T$</td>
<td>$\lambda_1$</td>
<td>$-R_{11}^{11}$</td>
<td>$\mu_5$</td>
<td>$\frac{1}{2}(R_{23}^{23} - R_{13}^{13})$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\mu$</td>
<td>$\lambda_2$</td>
<td>$-R_{13}^{13}$</td>
<td>$\mu_6$</td>
<td>$\frac{1}{2}(R_{23}^{23} + R_{13}^{13})$</td>
</tr>
<tr>
<td>$w$</td>
<td>$\dot{e}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8.6.5. An example. We show now an example for the application of equations (8.274). Consider a liquid crystal cell which is set between parallel planes. The director at the boundary should be fixed parallel with the planes, in the same sense on both sides. Take a Cartesian frame so that axis \( x_1 \) should be perpendicular to the boundary planes of the cell. At the boundary the direction of \( e \) should coincide with that of axis \( x_2 \).

Suppose that for some reason inside the cell, the director has turned around \( x_1 \), Let us examine the restoration of the equilibrium.

If we assume that the quantities describing the processes depend only on \( x_1 \) and time, they may be given in the form

\[
e = \cos \alpha e_2 + \sin \alpha e_3, \quad \dot{e} = \frac{\partial \alpha}{\partial t} e_1 \times e,
\]

\[
E = \frac{\partial \alpha}{\partial x_1} (e_1 \times e) \circ e_1, \quad \dot{E} = \frac{\partial^2 \alpha}{\partial x_1 \partial t} (e_1 \times e) \circ e_1 - \frac{\partial \alpha}{\partial x_1} \frac{\partial \alpha}{\partial t} e \circ e_1.
\]

(8.275)

From these expressions it is easy to see in our case \( E : E^T = 0 \), \( E e = 0 \) and \( trE = 0 \); thus the expression of entropy given by equation (8.228) is simplified to

\[
s = s_0(u) - \frac{1}{2} T k_{22} E : E = s_0(u) - \frac{1}{2} T k_{22} \left( \frac{\partial \alpha}{\partial x_1} \right)^2
\]

(8.276)

Similarly, it is apparent that

\[
\dot{E} : \dot{E}^T = 0, \quad \dot{E} e = 0,
\]

\[
e \dot{E} = -\frac{\partial \alpha}{\partial x_1} \frac{\partial \alpha}{\partial t} e_1, \quad tr \dot{E} = 0,
\]

(8.277)

and, hence, the actual expression for dissipation potential is

\[
\Phi = \frac{1}{2} R^{11} \dot{e}^2 + \frac{1}{2} R^{22} \dot{E} : \dot{E} + \frac{1}{2} R^{11} (e \dot{E})^2 = \frac{1}{2} R^{11} \left( \frac{\partial \alpha}{\partial t} \right)^2 + \frac{1}{2} R^{22} \left( \frac{\partial^2 \alpha}{\partial t \partial x_1} \right)^2 + \frac{1}{2} (R_{11}^{22} + R_{44}^{22}) \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \left( \frac{\partial \alpha}{\partial t} \right)^2.
\]

(8.278)

If we also assume that the medium does not flow (\( \dot{d} = 0 \)), by utilizing these formulae our equations of motion become

\[
\text{Div } B + \mu e = E \tilde{\alpha} + R^{11} \dot{e},
\]

\[
-k_{22} E + B = e \circ \tilde{\alpha} + R^{22} \dot{E} + R^{22} e \circ (e \dot{E}).
\]

(8.279)

We did not write the third equation since we are only looking for the equation determining \( \alpha(x_1, t) \). Now we determine \( \tilde{\alpha} \) by multiplying the second equation by \( e \) from the left, and utilizing correlations \( e \dot{E} = e B = 0 \) and equation (8.277):

\[
\tilde{\alpha} = (R_{11}^{22} + R_{44}^{22}) \frac{\partial \alpha}{\partial x_1} \frac{\partial \alpha}{\partial t} e_1,
\]

(8.280)
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\[ B = \left( k_{22} \frac{\partial^2 \alpha}{\partial x_1} + R_{22}^{11} \frac{\partial \alpha}{\partial x_1 \partial t} \right) (e_1 \times e) \cdot e_1. \]  

(8.281)

Then also tensor \( B \):

\[
\begin{align*}
\left( k_{22} \frac{\partial^2 \alpha}{\partial x_1^2} + R_{22}^{11} \frac{\partial \alpha}{\partial t \partial x_1^2} \right) e_1 \times e - \left( k_{22} \frac{\partial \alpha}{\partial x_1} + R_{11}^{22} \frac{\partial^2 \alpha}{\partial x_1 \partial t} \right) \frac{\partial \alpha}{\partial x_1} e + \mu e = \\
= \left( R_{11}^{22} + R_{4}^{22} \right) \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \frac{\partial \alpha}{\partial t} e_1 \times e + R_{11}^{11} \frac{\partial \alpha}{\partial t} e_1 \times e,
\end{align*}
\]

whence, by identifying the coefficients of \( e_1 \times e \), equation

\[
k_{22} \frac{\partial^2 \alpha}{\partial x_1^2} + R_{22}^{11} \frac{\partial^3 \alpha}{\partial t \partial x_1^2} = R_{11}^{11} \frac{\partial \alpha}{\partial t} + \left( R_{11}^{22} + R_{4}^{22} \right) \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \frac{\partial \alpha}{\partial t}
\]

(8.283)

is obtained.

Moreover, we deal with the solution of equation (8.283) only for small \( \alpha \)-s. In this case, the last term on the right side being of third degree may be neglected and a solution is sought in the form

\[
\alpha = \sum_n A \exp \left( -\frac{t}{\tau_n} \right) \sin \frac{n \pi}{d} x_1
\]

(8.284)

where \( d \) is the thickness of the cell. The solution is obtained in the form of a Fourier series. The relaxation times for individual terms are determined from equation (8.283):

\[
\tau_n = \frac{R_{11}^{22}}{k_{22}} + \frac{R_{11}^{11} d^2}{k_{22} n^2 \pi^2}.
\]

(8.285)

From this equation it is seen that the relaxation times of establishing equilibrium are quadratic functions of the thickness and on decreasing this thickness beyond all limits they approach a finite, non-zero limiting value. Since \( R^{22} \) is zero in Leslie’s theory, it leads to a relaxation time proportional to the square of cell thickness [54].

Let us finally show that the direct application of Gyarmati’s variation principle simplifies significantly the solution of this task. Since only dissipation potential \( \Phi \) has been calculated, it is expedient to use the space-integrated partial form of the variational principle, the so-called current representation

\[
\delta J \int_0^d T \sigma_s - \Phi \, dx_1 = 0.
\]

(8.286)

This partial form is written in energy representation and may also be written in an alternative form by utilizing entropy balance

\[
\delta J \int_0^d \rho T \dot{s} - \Phi \, dx_1 = 0
\]

(8.287)
whose Lagrange function $\mathcal{L} = g T \dot{s} - \Phi$ can be obtained directly from equations (8.276) and (8.278):

$$g T \dot{s} - \Phi = -k_{22} \left( \frac{\partial \alpha}{\partial x_1} \right) \left( \frac{\partial^2 \alpha}{\partial x_1 \partial t} \right) - \frac{1}{2} R^{11} \left( \frac{\partial \alpha}{\partial t} \right)^2 + \frac{1}{2} R^{12} \left( \frac{\partial^2 \alpha}{\partial x_1 \partial t} \right)^2 +$$

$$+ \frac{1}{2} (R^{22} + R^{22}) \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \left( \frac{\partial \alpha}{\partial t} \right)^2. \quad (8.288)$$

The Euler-Lagrange equation of variation problem (8.287) is obtained so that $\frac{\partial \alpha}{\partial t}$ characteristic for the rate of the process is regarded as an unknown function depending on place. It is easy to see that the equation obtained is identical with equation (8.283).

### 8.6.6. Shear flow of nematic liquid crystals.

The medium studied is situated also in the present case between planes $x_1 = 0$ and $x_1 = d$. The director is assumed to be perpendicular to axis $x_3$. Flow rate is defined by

$$\mathbf{v} = v(x_1) \mathbf{e}_2. \quad (8.289)$$

If we suppose that the quantities describing the processes depend only on $x_1$ and time, they may be given in the following form:

$$\mathbf{e} = \cos \alpha \mathbf{e}_1 + \sin \alpha \mathbf{e}_2, \quad \dot{d} = \frac{1}{2} \frac{\partial v}{\partial x_1} (\mathbf{e}_2 \circ \mathbf{e}_1 + \mathbf{e}_1 \circ \mathbf{e}_2),$$

$$\boldsymbol{\omega} = \frac{1}{2} \frac{\partial v}{\partial x_1} (\mathbf{e}_2 \circ \mathbf{e}_1 - \mathbf{e}_1 \circ \mathbf{e}_2), \quad \dot{\mathbf{e}} = \left( \frac{\partial \alpha}{\partial t} - \frac{1}{2} \frac{\partial v}{\partial x_1} \right) \mathbf{e}_3 \times \mathbf{e},$$

$$\dot{\boldsymbol{E}} = \frac{\partial^2 \alpha}{\partial x_1 \partial t} (\mathbf{e}_3 \times \mathbf{e}) \circ \mathbf{e}_1 + \frac{1}{2} \frac{\partial \alpha}{\partial x_1} \frac{\partial v}{\partial x_1} (\mathbf{e}_3 \times \mathbf{e}) \circ \mathbf{e}_2 -$$

$$- \frac{\partial \alpha}{\partial x_1} \left( \frac{\partial \alpha}{\partial t} - \frac{1}{2} \frac{\partial v}{\partial x_1} \right) \mathbf{e} \circ \mathbf{e}_1. \quad (8.290)$$

We can check by a simple calculation that conditions $\mathbf{e} \dot{\mathbf{e}} = 0$ and $\dot{\mathbf{e}} \dot{\boldsymbol{E}} + \mathbf{e} \ddot{\boldsymbol{E}} = 0$ are fulfilled.

In what follows, for simplicity, we restrict ourselves to Leslie’s theory, i.e. we assume that $R^{22} = 0$. The forms of entropy and dissipation potential are calculated by using equations (8.290):

$$s = s_0 - \frac{1}{2gT} \left( \frac{\partial \alpha}{\partial x_1} \right)^2 (k_{11} \sin^2 \alpha + k_{33} \cos^2 \alpha) \quad (8.291)$$

and

$$\Phi = \frac{1}{2} R^{11} \left( \frac{\partial \alpha}{\partial t} \right)^2 + \frac{1}{2} (R^{13} \cos 2\alpha - R^{11}) \frac{\partial \alpha}{\partial t} \frac{\partial v}{\partial x_1} +$$

$$+ \frac{1}{8} \left( \frac{\partial v}{\partial x_1} \right)^2 \left( R^{11} + 2R^{33} + R^{11}_2 + 4R^{33}_3 \sin^2 \alpha \cos^2 \alpha - 2R^{13} \cos 2\alpha \right).$$
Equations of motion are obtained in the simplest way by utilizing Gyarmati’s variational principle in its form given by equation (8.287). If function
\[ f(\alpha) = k_{11} \sin^2 \alpha + k_{33} \cos^2 \alpha \] (8.292)
is introduced for simplifying notations, then the Lagrange function of the variational problem is described by
\[ L = \rho T \dot{s} - \Phi = -\frac{\partial \alpha}{\partial x_1} \frac{\partial^2 \alpha}{\partial t \partial x_1} f(\alpha) - \frac{1}{2} \frac{\partial \alpha}{\partial t} \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \frac{df}{d\alpha} - \Phi \] (8.293)
The unknown functions with respect to which variation has to be carried out (rates of processes) are \( v(x_1) \) and \( \frac{\partial \alpha(x_1)}{\partial t} \), whereas \( \alpha(x_1) \) is fixed.
The Euler-Lagrange equations belonging to the variational problem can be written directly as
\[ \frac{1}{2} \left( \frac{\partial \alpha}{\partial x_1} \right)^2 \frac{df}{d\alpha} + R_{11} \frac{\partial \alpha}{\partial t} + h(\alpha) \frac{\partial v}{\partial x_1} = \frac{\partial}{\partial x_1} \left( \frac{\partial \alpha}{\partial x_1} f(\alpha) \right), \] (8.294)
where notations
\[ g(\alpha) = \frac{1}{4} [R_{11}^2 + 2R_{13}^3 + R_{23}^3 + 4R_{33}^3 \sin^2 \alpha \cos^2 \alpha - 2R_{13}^3 \cos 2\alpha] \] (8.295)
have been introduced.
It is obvious that in a stationary state the equations take the simpler forms
\[ \frac{dv}{dx_1} g(\alpha) = C, \] \[ 2f(\alpha) = \frac{d^2 \alpha}{dx_1^2} + \frac{df}{d\alpha} \left( \frac{d\alpha}{dx_1} \right)^2 - \frac{2h(\alpha)C}{g(\alpha)} = 0 \] (8.296)
which are identical with those derived by Leslie from a non-thermodynamic theory [100].
About the practical application of equations (8.296), it should be noted they are quite difficult to solve accurately, especially if we consider that different boundary conditions may exist. In the simplest case, when the director is perpendicular to the surface at the boundaries, boundary conditions may be given as
\[ \alpha(0) = \alpha(d) = 0, \quad v(0) = 0, \quad v(d) = v_0 \] (8.297)
We cannot deal here with the different methods for solving these equations, but we mention that for a given problem, especially if we are satisfied with approximate solutions, we may start from the actual form of Gyarmati’s variational principle.
in both the stationary (equation (8.296)) and the general case corresponding to
equation (8.294); by applying some direct methods of variational calculus (Ritz
method, etc.), we can arrive at good approximate solutions very quickly [145-147].

Before finishing the study of liquid crystals, we shall calculate the general form
of stress tensor for the case of approximation corresponding to the Ericksen-Leslie-
Parodi theory when $R^{22} = 0$ substitution is applied in equation (8.274). The
equations provide the symmetric part of the stress tensor in an explicit form. The
antisymmetric part can be determined by utilizing the balance of moment of mo-
mentum described by equation (4.66) in the form

$$2w(t) + \text{Div}(e \times B) + \rho m = 0 \quad (8.298)$$

From the scalar nature of entropy and the second equation of (8.274) and by also
utilizing correlation $eE = 0$, we obtain

$$-\rho m + e \times \rho T \frac{\partial s}{\partial e} + 2w(E^T B - B E^T) = e \times E \vec{\lambda}. \quad (8.299)$$

Let us now also utilize the first equation of (8.274) whose vectorial multiplica-
tion from the left by $e$ leads to

$$e \times \rho T \frac{\partial s}{\partial e} + e \times \text{Div} B = e \times E \vec{\lambda} + e \times \frac{\partial \Phi}{\partial \dot{e}}. \quad (8.300)$$

If equality

$$\text{Div}(e \times B) = 2w(BE^T) + e \times \text{Div} B \quad (8.301)$$

is added to the above relationships, then the latter four equations give

$$2w(t + E^T B) = -e \times \frac{\partial \Phi}{\partial \dot{e}} = -e \times (R^{11} \dot{e} + R^{13} \ddot{e}). \quad (8.302)$$

From this correlation and the third equation of (8.274), the traceless part of $t$
can already be determined:

$$t = -E^T B - p \delta + \frac{\partial \Phi}{\partial d} + \frac{1}{2} \left[ e \circ \frac{\partial \Phi}{\partial \dot{e}} - \frac{\partial \Phi}{\partial \dot{e}} \circ e \right]. \quad (8.303)$$

Here $p$ is an undefined scalar quantity. It can be obtained only by the solution of
Cauchy’s equation of motion. Due to its relatively simple form, expression (8.303)
can be used in numerous important cases.
APPENDIX.

(Mathematical notations and definitions.)

The reader is supposed to be familiar with the elements of the vector and tensor calculus, nevertheless, a concise recapitulation makes the book easier to read. Our aim is to give a report on the nomenclature and notation used throughout.


A vector with bold:

\[ \mathbf{v} \] vector, the components are \( v_i \) (i=1, 2, 3)
(tensor of first order).

while the tensors of second or higher order are printed with slanted bold as for example in

\[ \mathbf{d} \] second order tensor

with components \( d_{ik} \) (i,k=1, 2, 3)

The operations are given here both in invariant form and with indices joined by the sign \( \leftrightarrow \) referring equivalence. Here, as throughout the book, we use Einstein’s summation convention if an index in a formula appears twice, it means that summation is carried out over all possible values; i.e. the sign of summation \( \sum \) is omitted. Neither do we list the possible values of the other indices, as they are always 1, 2 or 3 in a Cartesian frame. The Greek letter \( \delta \) stands for the unit tensor, which has the components \( \delta_{ik} \); for which

\[
\delta_{ik} = \begin{cases} 1 & \text{if } i = k \\ 0 & \text{if } i \neq k. \end{cases}
\]

Two tensors are equal

\[ \mathbf{A} = \mathbf{B} \quad \text{if} \quad A_{ik} = B_{ik}. \]

Analogous relations are valid for higher-order tensors.

The sum (difference) of two tensors is defined in components

\[ \mathbf{C} = \mathbf{A} \pm \mathbf{B} \leftrightarrow C_{ik} = A_{ik} \pm B_{ik}. \]

Similarly, \( \mathbf{B} \) equals \( \mathbf{A} \) multiplied by a scalar \( a \) if

\[ \mathbf{B} = a \mathbf{A} \leftrightarrow B_{ik} = a A_{ik}. \]
A 2. Symmetric and Antisymmetric Tensors. One obtains the transposed
tensor $A^T$ when transposing its indices:

$$A^T_{ik} = A_{ki}.$$ 

A tensor is called symmetric if

$$A = A^T \iff A_{ik} = A_{ki}$$

and antisymmetric if

$$A = -A^T \iff A_{ik} = -A_{ki}$$

Any tensor can be split up into a symmetric

$$A^s = \frac{1}{2}(A + A^T) \iff A^s_{ik} = \frac{1}{2}(A_{ik} + A_{ki})$$

and an antisymmetric (skew-symmetric)

$$A^a = \frac{1}{2}(A - A^T) \iff A^a_{ik} = \frac{1}{2}(A_{ik} - A_{ki})$$

part, i.e.

$$A = A^s + A^a.$$ 

Sometimes the alternating epsilon gives convenience;

$$\epsilon \iff \epsilon_{ijk}.$$ 

It has the components

$$\epsilon_{123} = \epsilon_{231} = \epsilon_{312} = 1$$

$$\epsilon_{321} = \epsilon_{213} = \epsilon_{132} = -1$$

while all the others equal zero.

A 3. Tensor products. The exterior product of two tensors of order $m$ and
$n$ is a tensor of order $m + n$. In the case of two vectors, the product

$$c = a \circ b \iff c_{ik} = a_i b_k$$

is called a dyad.

The vector product of two polar vectors defines an axial vector

$$c = a \times b \iff c_i = \epsilon_{ijk} a_j b_k.$$ 

An axial vector can be obtained from any antisymmetric tensor

$$c = w(A) \iff c_i = \frac{1}{2} \epsilon_{ijk} A_{kj}.$$
The interior product of two tensors is often called a scalar product. It is obtained from the external product by putting two indices equal and summing over the resulting “dummy” index. We indicate the interior product with a dot (·) inserted between the symbols of the tensors, which can be omitted without the danger of misunderstanding. The most frequent products are

\[ \mathbf{a} \cdot \mathbf{b} = ab \quad \mathbf{v} \cdot \mathbf{T} = \mathbf{vT} \quad \mathbf{T} \cdot \mathbf{v} = \mathbf{Tv} \]

The second-order tensor defined by

\[ \mathbf{A} \cdot \mathbf{B} = AB \quad \mathbf{A} : \mathbf{B} = A_{ik}B_{jk} \]

is called simply the product of the tensors \( \mathbf{A} \) and \( \mathbf{B} \).

The scalar product of two second-order tensors can also be defined, which is indicated by colon

\[ \mathbf{A} : \mathbf{B} = \mathbf{B} : \mathbf{A} \quad \mathbf{A} \cdot \mathbf{B} = \mathbf{B} \cdot \mathbf{A} \]

The trace of the tensor \( \mathbf{A} \) is the scalar product

\[ \text{tr} \mathbf{A} = \mathbf{A} : \delta = \mathbf{A}_{ik}\delta_{ik} = \mathbf{A}_{kk} \]

The following identities hold

\[ \mathbf{a} \times \mathbf{b} = \mathbf{c} : (\mathbf{a} \circ \mathbf{b}) \quad \mathbf{c} (\mathbf{a} \times \mathbf{b}) = \mathbf{a} \mathbf{c} : (\mathbf{a} \circ \mathbf{b}) \quad \mathbf{a} \times (\mathbf{b} \times \mathbf{c}) = \mathbf{b (ac)} - \mathbf{c (ab)} \]

\[ \epsilon_{ijk}\epsilon_{klm} = \delta_{il}\delta_{jm} - \delta_{im}\delta_{jl} \]

4. Eigenvalues and Invariants. The eigenvalues and eigenvectors are rather important in the theory of second-order tensors. A number \( \lambda \) is called an eigenvalue and a non-zero vector is said to be an eigenvector of the tensor \( \mathbf{A} \) if they are connected by the equation

\[ \mathbf{a e} = \lambda \mathbf{e} \quad \mathbf{A}_{ik}\mathbf{e}_k = \lambda \mathbf{e}_i = \lambda \delta_{ik}\mathbf{e}_k \]

The scalar numbers defined as

\[ I_1 = \epsilon_{ijk}(A_{1i}\delta_{2j}\delta_{3k} + \delta_{1i}A_{2j}\delta_{3k} + \delta_{1i}\delta_{2j}A_{3k}) = \]

\[ = \epsilon_{i3j}A_{1i} + \epsilon_{13j}A_{2i} + \epsilon_{12j}A_{3i} = A_{11} + A_{22} + A_{33} = \text{tr} \mathbf{A}, \]

\[ I_2 = \epsilon_{ijk}(A_{1i}A_{2j}\delta_{3k} + A_{1j}\delta_{2j}A_{3k} + \delta_{1i}A_{2j}A_{3k}) = \]

\[ = \epsilon_{i3j}A_{1i}A_{2j} + \epsilon_{i2j}A_{1i}A_{3j} + \epsilon_{1ij}A_{2j}A_{3j} = \]
\[ A_{11}A_{22} - A_{12}A_{21} + A_{11}A_{33} - A_{14}A_{31} + A_{22}A_{33} - A_{23}A_{32} \]

and

\[ I_3 = \varepsilon_{ijk}A_{1i}A_{2j}A_{3k} = \det A \]

are called the first \((I_1)\), the second \((I_2)\) and the third \((I_3)\) scalar invariants of the tensor \(A\), respectively.

Any symmetric second-order tensor can be given in the form

\[ A = \lambda_1 e_1 \otimes e_1 + \lambda_2 e_2 \otimes e_2 + \lambda_3 e_3 \otimes e_3, \]

where \(\lambda_1\), \(\lambda_2\) and \(\lambda_3\) are real numbers, while \(e_1\), \(e_2\) and \(e_3\) are mutually orthogonal unit vectors.

The eigenvalues and the scalar invariants are related by

\[ I_1 = \lambda_1 + \lambda_2 + \lambda_3; \quad I_2 = \lambda_1\lambda_2 + \lambda_2\lambda_3 + \lambda_3\lambda_1; \quad I_3 = \lambda_1\lambda_2\lambda_3 \]

The scalar invariants can be expressed by interior products

\[ I_1 = \text{tr} A = \delta : A, \]

\[ I_2 = \frac{1}{2} (\text{tr} A)^2 - \frac{1}{2} \text{tr}(A^2), \]

\[ I_3 = \frac{1}{3} \text{tr}(A^3) - \frac{1}{2} \text{tr}(A^2) \text{tr} A + \frac{1}{6} (\text{tr} A)^3. \]

In the case of antisymmetric tensors, the vector invariant is often useful

\[ w(A) = -\frac{1}{2} \varepsilon : A \longleftrightarrow w_i(A) = \frac{1}{2} \varepsilon_{ijk}A_{kj}, \]

From here the identity

\[ A = w(A) \times \delta \longleftrightarrow A_{ik} = \varepsilon_{ijl}w_j(A)\delta_{kl} = \varepsilon_{ijk}w_j(A) \]

follows.

**A 5. Orthogonal Tensors.** A special kind of second-order tensors are the orthogonal ones, for which the relation

\[ (Ra)(Rb) = a \cdot b \longleftrightarrow R_{ij}R_{ik}a_jb_k = a_ib_i \]

holds. From here, the equivalent relation

\[ R^T R = \delta \longleftrightarrow R_{ij}R_{ik} = \delta_{jk} \]

follows. A second-order tensor \(R\) is orthogonal if and only if the above identity holds. An eigenvalue of an orthogonal tensor equals 1 or \(-1\).
For any orthogonal tensor \( R \), there exists a frame the basis vector \( e_1 \) of which is an eigenvector of the tensor \( R \). In this case we get

\[
Re_1 = \pm e_1 \\
Re_2 = \cos \alpha e_2 + \sin \alpha e_3 \\
Re_3 = \pm \sin \alpha e_2 \mp \cos \alpha e_3
\]

An orthogonal tensor describes a rotation if its determinant is +1 and a rotation combined with a reflection the plain of which is perpendicular to the axis of the former if the determinant is \(-1\).

The set of the orthogonal tensors is a group, as any one has an inverse, the unit tensor is also orthogonal; moreover, the product of two orthogonal tensors is also orthogonal.

The set of tensors with determinant +1 or \(-1\) is also a group, which is called the unimodular group. The orthogonal group is a maximal subgroup in the unimodular group. In continuum mechanics, Cauchy’s polar decomposition theorem is important. It says that any tensor of second-order is the product of a symmetric and an orthogonal tensor

\[
A = SR = R'S' \quad \longleftrightarrow \quad A_{ij} = S_{ik} R_{kj} = R'_{ik} S'_{kj}
\]

where

\[
S = S^T, \quad R^T R = \delta \quad \text{and} \quad S' = R^T S R
\]

If the eigenvalues of \( S \) and \( S' \) are declared positive, Cauchy’s decomposition is unique.

A 6. Isotropic Tensors. The so-called isotropic tensors, the components of which are invariant under the change of frame, play an important role in the description of the material properties of isotropic bodies. It is obvious that the only isotropic vector is the zero vector. The isotropic tensors of second-order are proportional to the unit tensor; and those of third-order, to the alternating epsilon. The higher-order isotropic tensors are external products of some power of the second-order unit tensor and of the alternating epsilon. Keeping the identity

\[
\varepsilon_{ijk} \varepsilon_{lmn} = \begin{vmatrix}
\delta_{il} & \delta_{im} & \delta_{in} \\
\delta_{jl} & \delta_{jm} & \delta_{jn} \\
\delta_{kl} & \delta_{km} & \delta_{kn}
\end{vmatrix}
\]

in mind, we see that the alternating epsilon is on the first power or does not enter the formula at all. For further details, we refer to the work of Smith and Rivlin [134]. For illustration, let the form of the fourth and the fifth order isotropic tensors stand here:

\[
I^{(4)}_{ijkl} = a_1 \delta_{ij} \delta_{kl} + a_2 \delta_{ik} \delta_{jl} + a_3 \delta_{il} \delta_{jk} \\
I^{(5)}_{ijklm} = a_1 \varepsilon_{ijk} \delta_{lm} + a_2 \varepsilon_{ijl} \delta_{km} + a_3 \varepsilon_{ikl} \delta_{jm} + a_4 \varepsilon_{jkl} \delta_{im} + a_5 \varepsilon_{ijm} \delta_{kl} + a_6 \varepsilon_{ikm} \delta_{jl} + a_7 \varepsilon_{jkm} \delta_{il} + a_8 \varepsilon_{ilm} \delta_{jk} + a_9 \varepsilon_{jlm} \delta_{ik} + a_{10} \varepsilon_{klm} \delta_{ij}
\]

Finally, we mention that the sign of the isotropic tensors of an even order remain unchanged under reflection while that of odd order changes.
A 7. Derivatives. Here we list the most important spatial derivatives using the so-called nabla operator.

\[ \nabla = \frac{\partial}{\partial \mathbf{r}} \longleftrightarrow \nabla_i = \frac{\partial}{\partial x_i} \]

The gradient of a scalar:

\[ \nabla a = \text{grad} \ a \longleftrightarrow (\nabla a)_i = \frac{\partial a}{\partial x_i} = a_i \]

The gradient of a vector:

\[ \mathbf{v} \circ \nabla = \text{Grad} \ \mathbf{v} \longleftrightarrow (\mathbf{v} \circ \nabla)_{ij} = \frac{\partial v_i}{\partial x_j} = v_{i,j} \]

The divergence of a vector

\[ \nabla \mathbf{v} = \text{div} \ \mathbf{v} \longleftrightarrow \nabla \mathbf{v} = \frac{\partial v_i}{\partial x_i} = v_{i,i} \]

The rotation of a vector

\[ \nabla \times \mathbf{v} = \text{rot} \ \mathbf{v} \longleftrightarrow (\nabla \times \mathbf{v})_i = \varepsilon_{ijk} \frac{\partial v_k}{\partial x_j} = \varepsilon_{ijk} v_{k,j} \]

The divergence of a tensor

\[ \mathbf{T} \cdot \nabla = \text{Div} \ \mathbf{T} \longleftrightarrow (\mathbf{T} \cdot \nabla)_i = \frac{\partial T_{ij}}{\partial x_j} = T_{ij,j} \]

The Laplacian

\[ \nabla \cdot \nabla = \Delta \longleftrightarrow \sum_{i=1}^{3} \frac{\partial^2}{\partial x_i^2} \]

A 8. Integral Theorems. The Gauss theorem for vectors

\[ \int \text{div} \ \mathbf{v} \ dV = \oint \mathbf{v} \cdot d\mathbf{A} \longleftrightarrow \int V_{i,i} \ dV = \oint v_i \ dA_i \]

The Gauss theorem for higher-order tensors

\[ \int \mathbf{T} \cdot \nabla \ dV = \oint \mathbf{T} \cdot d\mathbf{A} \longleftrightarrow \int T_{i...l,l} \ dV = \oint T_{i...l} \ dA_l, \]

The Stokes theorem

\[ \int \nabla \times \mathbf{T} \cdot d\mathbf{A} = \oint \mathbf{T} \cdot d\mathbf{r} \longleftrightarrow \int \varepsilon_{ijk} T_{...k,j} \ dA_i = \oint T_{...i} \ dx_i \]

Green’s formulae

\[ \int a \cdot \text{grad} \ b \ d\mathbf{A} = \int (a \Delta b + \text{grad} \ a \cdot \text{grad} \ b) \ dV \]

and

\[ \int (a \cdot \text{grad} \ b - b \cdot \text{grad} \ a) \ d\mathbf{A} = \int (a \Delta b - b \Delta a) \ dV \]

We stress once more that the only aim of this appendix is to declare the nomenclature and the notation used. It is completely unsuitable to learn the essentials of vector and tensor calculus from it.
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